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Abstract

An ever growing body of neuroscientific data is becoming available from various animal species,

including humans, due to technological advances in capturing brain signals and behavior linked

with them. These increasing amounts of data, together with an unprecedented power and memory

capacity of present day computers calls for large scale computational models with the objective of

unifying, storing and analysing these data. Moreover, such models allow crosslinking computa-

tional studies from various domains and in various levels of neural hierarchy to provide a deeper

understanding of neuronal mechanisms underlying various cognitive phenomena and their link

with behavior. The objective of this thesis is to develop an integrated model of human behavior in

the context of spatial orientation and its deterioration with age.

The problem of spatial cognition is considered as a problem of combining external sensory cues

coming from the environment and internal sensory cues coming from self-motion information, with

the objective to build a mental representation of surrounding space. A large body of experimental

research suggests that this representation is constructed within an intricate network of brain areas

residing in the medial temporal lobe, with external sensory input arriving via a “dorsal” visual

path originating in early visual areas and passing via the parietal cortex. Aging has been shown

to strongly affect medial temporal lobe networks and associated memory-based behaviors, and in

particular the creation of mental representations of space.

In this thesis we develop an integrated neural network model of spatial memory by based on

anatomical and functional experimental evidence of sensory information processing in the dorsal

visual path and medial temporal lobe networks. We use this model to simulate a number of

experiments linking human visual functions with spatial orientation behaviors, and propose how

visual cues are combined with self-motion input during the construction of mental maps of space.

We then test the hypothesis that aging exerts its deteriorating effects on spatial memory via acting

on neuromodulatory action in the brain and is linked with reduced novelty processing in the medial

temporal lobe. Overall, the work performed during this doctoral thesis provides a first step towards

building an integrated computer platform for human behavior simulation and contributes to a better

understanding of how spatial representations are built from sensory signals and are affected by

aging.
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Chapter 1. Motivation and Objectives

Chapter 1

Motivation and Objectives

Recent advances in experimental methods of data acquisition provide a wealth of empirical

data in various domains of human and animal neuroscience, from detailed characterization

of behavior (e.g. oculomotor, navigational or executive) to single cell recordings in

di�erent areas of the brain. The unprecedented rate at which these data are collected calls

for the need to create large-scale computational models with the aim of data uni�cation,

analysis and synthesis. These aims are crucial if computer models are to be used as

reliable personalized predictors of human behavior in various situations. Current e�orts

in various computational research domains address these challenges in di�erent ways. For

example, detailed computational models of neural activities during speci�c behaviors in

well-controlled conditions provide elementary building blocks for large-scale cognitive

models, but they do not address the issue of how these building blocks work together in an

integrated way (Madl et al., 2015; O'Reilly et al., 2010). On the other hand, neurorobotic

models address the utility of well-described neuronal mechanisms for the purpose of

creating e�cient robots with animal- or human-like capabilities, but they usually rely

on non-human-like robot-environment interfaces that depend on the robotic platform in

question (Sanders and Oberts, 2016; Cox and Krichmar, 2009). Finally, existing large-

scale brain models address the computational principles of how brain solves complex

tasks but they are usually not interested in how these brain models are embedded into

bodies with human-like sensory organs (Kriegeskorte and Douglas, 2018). One approach

to overcome the above drawbacks and to combine their advantages is to create computer
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Chapter 1. Motivation and Objectives

simulation platforms that integrate known and experimentally measurable properties of

human sensory and cognitive capabilities - human avatars. The general aim of a human

avatar model is to serve as a personalized 3D model of a particular human person with

sub-models of both sensory organs and high-level associative and mnemonic areas of

the brain tuned by available experimental data measured on the same person. The main

motivation of this thesis is to make a step towards creating such an integrated human model

in the context of spatial cognition. The speci�c domain of human science where such an

integrated model can be of great utility is aging. Aging is an issue with increasing societal

impact and it is known to early and profoundly a�ect spatial orientation capabilities,

limiting the elderlies' autonomy and quality of life (Mo�at, 2009).

Spatial cognition refers to the ability of the organism to create mental representations of

the surrounding environment with the purpose of using these representations for future

spatial behaviors. When we visit a city for the �rst time and take a walk from the hotel,

later on we may �nd ourselves lost, unless we carefully track all the turns and progressions

we made, or unless we �nd a currently visible landmark on a city map. As we gradually

become familiar with the new city by daily exploration, we start recognizing streets and

buildings encountered before and can eventually generate routes linking di�erent locations

in the city event without a map. When that happens, it can be said that we have built a

mental representation of the city, or a `cognitive map' (Tolman, 1948; Moser et al., 2008;

Herweg and Kahana, 2018). While humans, as many other animals, have this cognitive

ability to naturally construct spatial representations of surrounding spaces, how a physical

environment can be represented in the brain is a long-studied question in neuroscience

(Moser et al., 2017).

The question of cognitive map construction can be cast in terms of sensory cue processing.

As long as we move through space, we keep interacting with it through various sensory

channels that can be classi�ed as either idiothetic or allothetic.Idiothetic cuescorrespond

to internal self-motion related cues, generated by body movements. They include proprio-

ceptive information, vestibular sense, and optic �ow. These cues are used to track position

relative to some origin by integrating them in time, an ability termed �path integration�

(Müller and Wehner, 1988; Loomis et al., 1993; Etienne and Je�ery, 2004).Allothetic

2
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cuesare perceived from the external environment by multiple sensory modalities including

vision, audition and olfaction. These cues can be used together with path integration in

order to build spatial representations. Primates, including humans, rely most strongly on

vision (Epstein et al., 1999; Epstein and Vass, 2014; Ekstrom, 2015), while rodents are

much less visual animals. Since the two types of cues provide all available sensory infor-

mation, the question of the construction of mental representations can be reformulated as

the question of how idiothetic and allothetic cues are combined to build them.

Animal behavior in space, and in particular the way they encode the location and direction

of important sensory cues during navigation, can generally be described with respect to two

spatial reference frames, classi�ed as egocentric (subject-centered) or allocentric (world-

or object-centered). In theegocentric reference framepositions and directions are de�ned

relative to the subject itself. As long as the subject moves, the position and direction of

external cues move together with her or him. On the other hand, in theallocentric reference

framepositions and directions are de�ned relative to the external space or landmarks within

it and are independent from the subject's current location and heading. Because of this

property of being invariant with respect to the subject, position and orientation of sensory

cues, remembered with respect to an allocentric reference frame, are believed to contribute

to the establishment of cognitive maps of space (Moser et al., 2008; Herweg and Kahana,

2018). A cognitive map can provide information about the location of the subject with

respect to external landmarks as well as spatial relations between landmarks. However,

since all the information coming via sensory receptors, such as the retina, are de�ned in an

egocentric frame, an important issue is how the brain transforms egocentric sensory cues

into allocentric mental representations (Byrne and Becker, 2008). While the primate visual

system is one of the most studied in neuroscience, how visual information is transformed

on its way to memory structures thought to store cognitive maps is a largely an unresolved

question (Ekstrom, 2015).

In Chapter 3we propose a spiking neural network model of information processing in

the primate dorsal visual path, that is thought to mediate information transfer between

visual and mnemonic structures in the hippocampal formation.

3
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The concept of a cognitive map was a purely psychological one until O'Keefe and Dostro-

vsky (1971) discovered neurons in the hippocampus, termedplace cells, whose activities

are correlated with an animal's location in space. In an in�uential book the authors pro-

posed that place cell �ring represents the position of the animal within the mental map of

the environment (O'Keefe and Nadel, 1978). If this mental map is correct (i.e. coherent

with the real environment), then place cell activity will also represent a particular place

in the environment. Some 20 years after, Taube et al. (1990b,a) described neurons in an

area nearby to the hippocampus, called `head direction cells', that �re as a function of the

head direction of the animal, irrespective of its location. In another 15 years Hafting et al.

(2005) discovered yet other neurons, named `grid cells', that reside in the entorhinal cortex

and �re at multiple spatial locations organized in a hexagonal periodical grid covering the

whole area of the experimental environment. Place cells, grid cells, and head direction

cells, together with some other neuron types with spatially correlated �ring properties

(Sargolini et al., 2006), are considered as basic neuronal elements for constructing cogni-

tive maps. Since these neuron types reside in the hippocampus and nearby structures, the

hippocampal formation is the principal memory area thought to support cognitive map for-

mation and storage. By successive stages of processing within the entorhinal-hippocampal

loop, idiothetic and allothetic cues are thought to be combined by interactive populations

of di�erent neuron types to create spatial representations.

In Chapter 4 we propose a neural network model of multisensory combination be-

tween allothetic visual and idiothetic self-motion cues within the entorhinal-hippocampal

processing loop. A crucial di�erence between our model and previous models is the

existence of bidirectional dynamic interactions between place cells and grid cells

during behavior and the ability to create maps of multi-compartment environments

When we age, our ability of constructing mental maps of space deteriorates. Aging is an

inevitable process associated with functional decline in selective aspects of cognitive per-

formance and brain function (Mo�at, 2009; Rodgers et al., 2012; Gracian et al., 2013). In

particular, the hippocampal formation and spatial navigation functions are extremely vul-

4
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nerable to the in�uence of aging (Burke and Barnes, 2006). Age-related spatial orientation

and way�nding de�cits strongly in�uence healthy elderlies' life and manifest themselves

in various mobility impairments and increased avoidance of novel environments. While

there are many hypotheses of aging, neural-level accounts of the role of aging in spatial

navigation principally concern synaptic plasticity and neuromodulation (Rosenzweig et al.,

2003; Ikonen et al., 2002). While primate and human data on the neural underpinnings of

age-related spatial navigation de�cits is very limited, electrophysiological and behavioral

experiments from aged rodents suggest several principal ways of how age-related changes

in the entorhinal-hippocampal processing loop can a�ect behavior. Despite multiple at-

tempts to describe a conceptual model of neural-level e�ect of aging, no computational

accounts of this process have been given so far.

In Chapter 5 we propose a neural network model of the e�ects of aging in spatial

navigation. We study the hypothesis that an age-induced dysfunction of cholinergic

processing causes synaptic plasticity de�cits, which in turn a�ects neuronal processing

in the entorhinal-hippocampal loop.

Thus, if one aims at constructing an integrated model of human spatial cognition for the

purpose of studying how age a�ects spatial memory, which is the main objective of this

thesis, one is confronted with the task of integrating the above knowledge in a single

modeling platform that we refer to here as Aging Human Avatar (Sheynikhovich et al.,

2019). This integrated model is presented in four subsequent chapters. Chapter 2 pro-

vides anatomical details of modeled biological networks and some technical details of the

Aging Human Avatar platform. As mentioned above, Chapters 3-5 of this thesis focus

on three principal questions:(i) What are the neural mechanisms supporting the trans-

formation of egocentric visual signals to allocentric representations in the primate visual

processing pathway?;(ii) How are the allothetic visual and idiothetic self-motion cues in-

tegrated together in the entorhinal-hippocampal processing loop during the construction of

a mental representation of the multi-compartment experimental environments?;(iii) Can

age-related behavioral e�ects, observed in aged rodents, be explained by an impairment

5



Chapter 1. Motivation and Objectives

of cholinergic neuromodulatory circuit?

The future Aging Human Avatar platform, of which the basic proof-of-concept is presented

in this work, is aimed at simulating a variety of modeled age-related e�ects on spatial

navigation, and at providing a `transparent' tool to infer new hypotheses cross-linking

sensory and cognitive aspects of aging. As in computer simulations presented in the fol-

lowing chapters, the Human Avatar interacts with its 3D environment through multimodal

active sensing and locomotion. It perceives the world and acquires spatial representations

based on data-grounded models of age-related in�uences on visual and spatial orientation

functions. While this thesis provides only a �rst step towards creation of such an integrated

model, the objective of future implementations is to integrate a large body of knowledge

about neural processes underlying human spatial behavior and generate new insights and

experimentally testable predictions age-related markers of vision-dependent mobility and

autonomy loss. We believe that the issues of visuospatial coordinate transformations and

multisensory integration addressed in this thesis provide a necessary prerequisites for

the understanding of aging e�ects on human spatial navigation and creation of detailed

computer models of this important cognitive capability.

6
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Chapter 2

Anatomy of Spatial Navigation, Vision

& Aging and the Architecture of the

Aging Human Avatar

Chapter summary

The aim of this chapter is twofold. First, it presents some details of anatomical structures

that are thought to support visuospatial orientation and are modeled in subsequent chap-

ters. In particular, a�erent and e�erent connections are described for these structures,

and their overall connection patterns. In addition, principal neuron types thought to sup-

port spatial orientation functions are presented and experimental evidence of age-related

e�ects on these neuron types is reviewed. Second, it presents the Aging Human Avatar

platform, a software simulation platform to the development of which this doctoral work

has contributed. In particular, the software architecture and main functional modules of

this platform are presented.

2.1 Spatial navigation

Spatial navigationis an ability of planning and performing a path from the current position

towards a desired location (Gallistel, 1990; Brodbeck and Tanninen, 2012). Two funda-

7



2.1. Spatial navigation

Navigation type taxon locale
Frame of reference egocentric allocentric
Learning mode stimulus-responseplace
Dimensionality of trajectory space1D (route) 2D (map)

Table 2.1: Distinctions between stimulus-response and cognitive navigation strategies

mentally di�erent strategies of navigation can be classi�ed (O'Keefe and Nadel, 1978).

Locale navigationde�nes movement as happening from one place to another, where `place'

is an abstract concept de�ned as a position on the cognitive map of the environment. In

contrast,Taxon navigationis the one in which goal-oriented movements are de�ned by

a reference to sensory cues external to the subject, e.g. movement in the direction of a

landmark or away from it, movement in the direction of a speci�c odor, movement along a

wall, etc. An important di�erence between these two types, or strategies, of navigation1is

in �exibility with which di�erent goal-directed paths can be generated. Whereas the taxon

navigation learns a speci�c path and is quite easily disrupted by the change of associated

sensory cues, the locale navigation is �exible in the choice of the path from one place to

another and is relatively una�ected by the e�ects of environmental alternations.

Several divisions related to locale/taxon are used in the experimental literature (see Ta-

ble 2.1), re�ected di�erent respect of the two strategies

Egocentric vs Allocentric. As mentioned in Chapter 1, the egocentric frame of reference is

de�ned relative with respect to the subject. The current position of the subject de�nes the

origin of such a reference frame and his or her the current heading de�nes the reference

direction (i.e. 0� ). In contrast, the allocentric frame of reference is de�ned with respect

to static sensory cues external to the subject, i.e. independent of the subject's current

position and heading (Fig. 2.1c). For example, the center of a recording chamber can

serve as the origin of an allocentric reference frame, and direction towards the eastern wall

can serve as a reference direction. An important distinction between the goal-oriented

behaviors organized in the two reference frames is that knowing the goal position in the

egocentric reference frame is su�cient to approach the goal, whereas knowledge of the

1A number of di�erent taxonomies of navigation exist that propose further subclasses of either the taxon
or locale navigation (see Gallistel (1990); Trullier et al. (1997); Redish (1999); Arleo and Rondi-Reig (2007))

8



2.1. Spatial navigation

goal's allocentric coordinates can be used only if the current allocentric position of the

subject is known as well.

Response vs Place learning. Behavioral experiments dealing with dissociation between

di�erent navigation strategies usually describe behavioral decision in terms of response

(egocentric) and place (allocentic) strategies (the terms are equivalent to the taxon and

locale strategies, but emphasize the result of learning). The response learning strategy2

amounts to remembering a speci�c motor response to a set of visual or other sensory

stimuli (e.g. turning right in the central junction of a maze), whereas the place strategy

requires memory for a location of the food with respect to the extra-maze visual cues. The

two strategies can be dissociated by observing human behavior in altered experimental

conditions: subjects that learned the response strategy will repeat the same motor re-

sponse, while those who learned the place strategy will go to the same place (Fig. 2.1b).

Such dissociation experiments together with imaging studies provide an insight into the

biological mechanisms that implement those strategies (Rodgers et al., 2012; Bécu et al.,

2019).

Routes vs Maps. Lastly, the taxon/locale strategies can be distinguished on the basis of

trajectories that these strategies generate. The taxon behavior propose movements along

a one-dimensional route because each stimulus-response association suggests a particular

movement in a particular direction. In contrast, the locale strategy allows for making

shortcuts and detours instead of specifying a path how to get from one place to another.

Moreover, locale strategy is able to plan paths from novel starting positions, belonged to

the cognitive map, to a goal. In contrast, taxon navigation suggest an exact repetition of

learned responses and thus unable to generalize paths for novel starting positions not seen

during training. The latter distinction has been used to experimentally segregate the two

strategies.

This thesis focuses onplace learningand a construction of neuralmapsof space, as de�ned

above. Moreover, since we are interested in primarily human-like visuospatial behavior,

2Sometimes it is also referred to asstimulus-responseor cue-responsestrategy, when response to a
particular visual cue is learned
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