
THÈSE DE DOCTORAT 
 

Spécialité: Neurosciences cognitives 
École doctorale Informatique, Télécommunications et Électronique (Paris) 

 
 

 
 
 

Présentée par 
 

Éléonore DUVELLE 
 

 
 
 

 
Pour obtenir le grade de  

 

5h/¢9¦w ŘŜ ƭΩ¦bL±9w{L¢; tL9ww9 9¢ a!wL9 /¦wL9 
 
 
 
 
 

wk[9 59 [ΩILtth/!at9 5!b{ [! w9tw;{9b¢!¢Lhb 5¦ .¦¢ 
- 

Approche Comportementale et Électrophysiologique 

 
 
 
 
 
 
 
 
 
 
 
Soutenue le 10 décembre 2014 devant le jury composé de: 
 
Rapporteurs: Jean-Christophe CASSEL Professeur, Université de Strasbourg 
 Sidney WIENER Directeur de Recherche, CNRS 

Examinateurs: Philippe FAURE Directeur de Recherche, CNRS 
 Kathryn JEFFERY Professeur, University College London 

Invité: Bruno POUCET Directeur de Recherche, CNRS 

Directeurs de thèse: Angelo ARLEO Directeur de Recherche, CNRS 
 Étienne SAVE Directeur de Recherche, CNRS 



 

 
 

 

 



 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ROLE OF THE HIPPOCAMPUS IN GOAL REPRESENTATION 
- 

Insights from behavioural and electrophysiological approaches 

 
 
 
 
This doctoral work was conducted under a co-direction involving two different research teams : 

 

In Marseille, under the co-direction of Etienne SAVE,  

 

leader of the Neural Bases of Spatial Cognition team,  

in the Cognitive Neuroscience Lab (LNC),  

UMR 7291, CNRS, Aix-Marseille Université. 

In Paris, under the co-direction of Angelo ARLEO, 

 

leader of the Adaptive NeuroComputation team 

(ANC) until the end of 2013, 

in the Neurobiology of Adaptive Processes Lab, UMR 

7102, CNRS, UPMC 

 

and leader of the Aging in Vision and Action team 

(AVA) since early 2014,  

in the Institute of Vision,  

UMR 7201, CNRS, INSERM, UPMC. 

 

 

 

 



 

 
 

 

 

 

 



 

 
 

 

 

 

 

 

 

 

 

À mon père, Jacques Duvelle, 

à sa mémoire et sa musique. 

 





 

 
 





 

i 
 

Abstract  
 

In humans, the hippocampus is a brain structure known for its role in episodic memory. In rats, this 

structure is mostly studied for its possible role in spatial cognition. Indeed, the hippocampus is 

thought to endow an animal with the ability to locate itself and learn the spatial relationships 

between relevant elements of the environment. The hippocampus is especially involved in flexible 

navigation towards a non directly visible goal. At the cellular level, the role of the hippocampus in 

ǎǇŀǘƛŀƭ ŎƻƎƴƛǘƛƻƴ ƛǎ ƛƴǎǘŀƴǘƛŀǘŜŘ ōȅ ǘƘŜ ŜȄƛǎǘŜƴŎŜ ƻŦ ΨǇƭŀŎŜ ŎŜƭƭǎΩΣ neurons that fire when the animal is 

at a particular location in the ŜƴǾƛǊƻƴƳŜƴǘΣ ŎŀƭƭŜŘ ǘƘŜ ΨǇƭŀŎŜ ŦƛŜƭŘΩΦ tƭŀŎŜ ŎŜƭƭǎ ŀǊŜ proposed to be the 

neural support for a flexible representation of space which could underlie spatial memory. In the 

course of navigation, both spatial memory and decision-making processes are combined to direct 

behaviour, in particular, select a goal, plan a trajectory, and decide to stop upon arrival at the goal. 

The hippocampus is known to communicate anatomically and functionally with structures involved in 

decision-making, such as the ventral tegmental area, the prefrontal cortex, and the striatum. 

However, the nature of the interaction between these structures is still being elucidated. Recently, a 

possible link between the hippocampal spatial representation and decision-related processes was 

discovered, in the form of an extra-field discharge of CA1 place cells while a rat is waiting for reward 

delivery in an uncued goal zone. ¢Ƙƛǎ ΨƎƻŀl-ǊŜƭŀǘŜŘΩ ŀŎǘƛǾƛǘȅ suggests that the hippocampus underlies 

a representation of goals. However, the nature of this representation is the subject of multiple 

hypotheses and its role remains unclear. 

The objective of this thesis was to address the fundamental issue of the goal representation 

in the hippocampus, in order to better understand what could be the nature of the interplay 

between the spatial and the decision-making circuits of the brain. In particular, we asked whether 

the goal-related activity of place cells is modulated by the spatial or the motivational characteristics 

of the goal. We designed a task that allows a rat to freely choose between two spatial goals. An 

important aspect of this task is that the value of goals can be modified by changing the magnitude of 

the reward associated to them. We performed extracellular unit recordings of dorsal hippocampal 

neurons in rats trained in this dual-goal task. The behavioural results that we obtained showed that 

rats were not only able to remember the location of each goal, but that they also optimised their 

behaviour by flexibly adapting their choices to variations in goal values. The analysis of neural activity 

during this task demonstrated that hippocampal place cells from both CA1 and CA3 expressed a goal-

related activity with a specific temporal profile. Surprisingly, this goal-related activity was also 

ŜȄǇǊŜǎǎŜŘ ōȅ ŀ ƭŀǊƎŜ ǇǊƻǇƻǊǘƛƻƴ ƻŦ ǇȅǊŀƳƛŘŀƭ ΨǎƛƭŜƴǘΩ ŎŜƭƭǎΣ which did not have a place field in the 

environment. The combined goal-related activity of both place and silent cells could mediate a 

different but complementary coding scheme than the one exhibited by the place fields of pyramidal 

cells. In addition, the results revealed that the main determinant of the goal-related firing is the 

spatial aspect of the goal, since it was predominantly expressed in one of the two goal zones, thus 

indicating spatial discrimination. Complementing these results, the population activity at the goal 

was independent from both the goal value and the behavioural choices of rats.  

Overall, the present results allowed us to gain some insight into the possible contributions of 

the rat dorsal hippocampus to the representation of goals. We suggest that the hippocampus would 

extract relevant information about the goal, in particular, its spatial characteristics, and create a goal 

representation independent from motivational aspects. Such a representation might be used in the 

course of navigation to recognise the match between the stored representation and the current 

inputs, sending a confirmation signal upon arrival at the goal that could contribute to the decision to 

terminate navigation.  



 

ii  
 

Résumé  
 

[ΩƘƛǇǇƻŎŀƳǇŜΣ ŎƘŜȊ ƭΩHomme, est principalement connu pour son rôle dans la mémoire 

épisodique. Chez le Rat, il est surtout étudié pour son possible rôle dans la cognition spatiale. Il 

permettraiǘ Ł ƭΩŀƴƛƳŀƭ ŘŜ ǎŜ ƭƻŎŀƭƛǎŜǊ ŀǳ ǎŜƛƴ ŘΩǳƴ ŜƴǾƛǊƻƴƴŜƳŜƴǘ Ŝǘ ŘΩŀǇǇǊŜƴŘǊŜ ƭŜǎ ǊŜƭŀǘƛƻƴǎ 

ǎǇŀǘƛŀƭŜǎ ŜƴǘǊŜ ƭŜǎ ŞƭŞƳŜƴǘǎ ŘŜ ƭΩŜƴǾƛǊƻƴƴŜƳŜƴǘ ǳǘƛƭŜǎ Ł ƭŀ ƴŀǾƛƎŀǘƛƻƴΦ 9ƴ ǇŀǊǘƛŎǳƭƛŜǊΣ ƭΩƘƛppocampe 

serait impliqué dans les situations nécessitant de naviguer de manière flexible vers un but non 

directement visible. !ǳ ƴƛǾŜŀǳ ŎŜƭƭǳƭŀƛǊŜΣ ƭŜ ǊƾƭŜ ŘŜ ƭΩƘƛǇǇƻŎŀƳǇŜ Řŀƴǎ ƭŀ ŎƻƎƴƛǘƛƻƴ ǎǇŀǘƛŀƭe est illustré 

ǇŀǊ ƭΩŜȄƛǎǘŜƴŎŜ ŘŜǎ ΨŎŜƭƭǳƭŜǎ ŘŜ ƭƛŜǳΩΣ ŘŜǎ ƴŜǳǊƻƴŜǎ ǉǳƛ ŘŞŎƘŀǊƎŜƴǘ ǇǊŞŦŞǊŜƴǘƛŜƭƭŜƳŜƴǘ ƭƻǊǎǉǳŜ ƭΩŀƴƛƳŀƭ 

Ŝǎǘ Ł ǳƴ ŜƴŘǊƻƛǘ ǇŀǊǘƛŎǳƭƛŜǊ ŘŜ ƭΩŜƴǾƛǊƻƴƴŜƳŜƴǘΦ /Ŝǘ ŜƴŘǊƻƛǘ Ŝǎǘ ŀǇǇŜƭŞ ΨŎƘŀƳǇ ŘŜ ƭƛŜǳΩΦ LΩŀŎǘƛǾƛǘŞ ŘŜ 

population des cellules de lieu sous-tendrait une représentation flexible de ƭΩŜǎǇŀŎŜ, support 

nŜǳǊƻƴŀƭ ŘŜ ƭŀ ƳŞƳƻƛǊŜ ǎǇŀǘƛŀƭŜΦ [ΩƛƴŦƻǊƳŀǘƛƻƴ ƳŞƳƻǊƛǎŞŜ peut être utilisée par le système de prise 

de décision à différentes étapes de la navigation dirigée vers un but, en premier lieu, pour la 

sélection du but lui-même, mais aussi pour la planification de trajectoireǎ ǇŜǊƳŜǘǘŀƴǘ ŘΩŀǘǘŜƛƴŘǊŜ ŎŜ 

but ou encore pour prendre la décision de mettre fin au comportement de navigation lorsque le but 

est atteint. Deǎ ƭƛŜƴǎ ŜƴǘǊŜ ƭΩƘƛǇǇƻŎŀƳǇŜΣ Ŝƴ ǘŀƴǘ ǉǳŜ ǎǳǇǇƻrt de la mémoire spatiale, et les 

structures motivationnelles eǘ ŘŞŎƛǎƛƻƴƴŜƭƭŜǎΣ ǘŜƭƭŜǎ ǉǳŜ ƭΩŀƛǊŜ ǘŜƎƳŜƴǘŀƭŜ ǾŜƴǘǊŀƭŜ, le cortex 

préfrontal et le striatum, ont été Ƴƛǎ Ŝƴ ŞǾƛŘŜƴŎŜΦ /ŜǇŜƴŘŀƴǘΣ ƭΩƛƴǘŜǊŀŎǘƛƻƴ ŦƻƴŎǘƛƻƴƴŜƭƭŜ ŜƴǘǊŜ ces 

aires dans le cadre de la navigation spatiale reste à élucider. Récemment, ƭΩŜȄƛǎǘŜƴŎŜ ŘΩune activité 

extra-champ ŘŜǎ ŎŜƭƭǳƭŜǎ ŘŜ ƭƛŜǳ Ł ƭΩŜƴŘǊƻƛǘ ŘΩǳƴ ōǳǘ ǎǇŀǘƛŀƭ ŀ ŞǘŞ ƳƛǎŜ Ŝƴ ŞǾƛŘŜƴŎŜ Řŀƴǎ ƭŀ ǊŞƎƛƻƴ /!м 

ŘŜ ƭΩƘƛǇǇƻŎŀƳǇŜΦ /ŜǘǘŜ ΨŀŎǘƛǾƛǘŞ ƭƛŞŜ ŀǳ ōǳǘΩ ǎǳƎƎŝǊŜ ǉǳŜ ƭΩƘƛǇǇƻŎŀƳǇŜ ǎŜǊŀƛǘ ƛƳǇƭƛǉǳŞ Řŀƴǎ ƭŀ 

représentation des buts. Cependant, la nature et le rôle de cette activité sont encore méconnus. 

Cette thèse ŀǾŀƛǘ ǇƻǳǊ ōǳǘ ŘΩŀƭƭŜǊ Ǉƭǳǎ ƭƻƛƴ Řŀƴǎ ƭŀ ŎƻƳǇǊŞƘŜƴǎƛƻƴ ŘŜǎ ƳŞŎŀƴƛǎƳŜǎ ǎƻǳǎ-

ǘŜƴŘŀƴǘ ƭŀ ǊŜǇǊŞǎŜƴǘŀǘƛƻƴ Řǳ ōǳǘ ǇŀǊ ƭΩƘƛǇǇƻŎŀƳǇŜΣ ǇƻǳǊ ŀƛƴǎƛ ŎƭŀǊƛŦƛŜǊ ƭŜ ŘŜƎǊŞ ŘΩƛƳǇƭƛŎŀǘƛƻƴ ŘŜ 

ƭΩƘƛǇǇƻŎampe dans la prise de décisionΦ 9ƴ ǇŀǊǘƛŎǳƭƛŜǊΣ ƴƻǳǎ ŀǾƻƴǎ ǇƻǎŞ ƭŀ ǉǳŜǎǘƛƻƴ ŘŜ ƭΩƛƴŦƭǳŜƴŎŜ 

ǊŜƭŀǘƛǾŜ ŘŜǎ ŦŀŎǘŜǳǊǎ ǎǇŀǘƛŀǳȄ Ŝǘ ƳƻǘƛǾŀǘƛƻƴƴŜƭǎ ǎǳǊ ƭΩŀŎǘƛǾƛǘŞ ƭƛŞŜ ŀǳ ōǳǘ ŘŜǎ ŎŜƭƭǳƭŜǎ ŘŜ ƭƛŜǳΦ Pour ce 

faire, nous avons mis au point une tâche au cours de laquelle un rat peut choisir entre deux buts 

spatiauxΦ [ΩǳƴŜ ŘŜǎ caractéristiques ŘŜ ŎŜǘǘŜ ǘŃŎƘŜ Ŝǎǘ ǉǳΩŜƭƭŜ ǇŜǊƳŜǘ ŘŜ Ŧaire varier la quantité de 

récompense associée aux buts, et ainsi, indirectement, la valeur des buts. Nous avons enregistré 

ƭΩŀŎǘƛǾƛǘŞ unitaire extracellulaire de ƴŜǳǊƻƴŜǎ ŘŜ ƭΩƘƛǇǇƻŎŀƳǇŜ ŘƻǊǎŀƭ chez des rats entraînés dans 

cette tâche. Les résultats comportementaux ont mis évidence le fait que les rats sont capables non 

seulement de mémoriser la position de deux buts non-indicés, mais aussi ŘΩŀŘŀǇǘŜǊ leur 

comportement en répondant de manière flexible aux changements de valeur des buts. [ΩŀƴŀƭȅǎŜ ŘŜ 

ƭΩŀŎǘƛǾƛǘŞ ŞƭŜŎǘǊƻǇƘȅǎƛƻƭƻƎƛǉǳŜ ǊŜŎǳŜƛƭƭƛŜ ŀǳ ŎƻǳǊǎ ŘŜ ƭŀ ǘŃŎƘŜ ƳƻƴǘǊŜ que les cellules de lieux, non 

seulement de CA1, mais aussi de CA3, expriment une activité liée au but avec un profil temporel 

caractéristiqueΦ 5Ŝ ƳŀƴƛŝǊŜ ǎǳǊǇǊŜƴŀƴǘŜΣ ǳƴŜ ǇƻǇǳƭŀǘƛƻƴ ŘŜ ŎŜƭƭǳƭŜǎ ŘŜ ƭΩƘƛǇǇƻŎŀƳǇŜΣ 

ƘŀōƛǘǳŜƭƭŜƳŜƴǘ ǎƛƭŜƴŎƛŜǳǎŜΣ ǎΩŜǎǘ ǊŞǾŞƭŞŜ şǘǊŜ ŀŎǘƛǾŜ ŀǳ ōǳǘ ŀǾŜŎ ƭŜǎ ƳşƳŜǎ ŎŀǊŀŎǘŞǊƛǎǘƛǉǳŜǎ ǉǳŜ ƭŜǎ 

cellules de liŜǳΦ [ΩŀŎǘƛǾƛǘŞ ƭƛŞŜ ŀǳ ōǳǘ ŎƻƳōƛƴŞŜ ŘŜ ŎŜǎ ŘŜǳȄ ǇƻǇǳƭŀǘƛƻƴǎ ŘŜ ŎŜƭƭǳƭŜǎ ǇƻǳǊǊŀƛǘ şǘǊŜ ƭŜ 

ǎǳǇǇƻǊǘ ŘΩǳƴŜ ǊŜǇǊŞǎŜƴǘŀǘƛƻƴ Řǳ ōǳǘ Řŀƴǎ ƭΩƘƛǇǇƻŎŀƳǇŜ ǉǳƛ ǊŜǇƻǎŜǊŀƛǘ ǎǳǊ ǳƴ ƴƛǾŜŀǳ ŘŜ ŎƻŘŀƎŜ ŘŜ 

ƭΩƛƴŦƻǊƳŀǘƛƻƴ ŘƛŦŦŞǊŜƴǘΣ Ƴŀƛǎ ŎƻƳǇƭŞƳŜƴǘŀƛǊŜΣ ŘŜ ŎŜƭǳƛ ŜȄǇǊƛƳŞ ǇŀǊ ƭΩŀŎtivité du champ de lieu des 

cellules pyramidales. Enfin, les résultats ont révélé la prépondérance spatiale du codage du but par 

ƭΩƘƛǇǇƻŎŀƳǇŜΦ tƭǳǎ ǇǊŞŎƛǎŞƳŜƴǘΣ ƭΩŀŎǘƛǾƛǘŞ ŀǳ ōǳǘ Şǘŀƛǘ ƳŀƧƻǊƛǘŀƛǊŜƳŜƴǘ ŜȄǇǊƛƳŞŜ ŘŜ ƳŀƴƛŝǊŜ ǎǇŀǘƛƻ-

sélective, indiquant une discrimination spatiale des buts. Par ailleurs, cette activité de population 

était indépendante des variations de valeur des buts, ainsi que des variations comportementales de 

préférences des rats.  
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/Ŝǎ ǘǊŀǾŀǳȄ ƻƴǘ ǇŜǊƳƛǎ ŘŜ ŎƭŀǊƛŦƛŜǊ ƭΩǳƴŜ ŘŜǎ ŎƻƴǘǊƛōǳǘƛƻƴǎ ǇƻǎǎƛōƭŜǎ ŘŜ ƭΩƘƛǇǇƻŎŀƳǇŜ ŘƻǊǎŀƭ 

Řǳ Ǌŀǘ Řŀƴǎ ƭŀ ǇǊƛǎŜ ŘŜ ŘŞŎƛǎƛƻƴ ŀǳ ŎƻǳǊǎ ŘŜ ƭŀ ƴŀǾƛƎŀǘƛƻƴ ǎǇŀǘƛŀƭŜΣ ǉǳƛ ǎŜǊŀƛǘ ŘΩŜȄǘǊŀƛǊŜ ƭŜǎ ŀǎǇŜŎǘǎ 

spatiaux du but pour créer une représentation indépendante de variations motivationnelles. Cette 

représentation du but pourrait être utilisée en cours de navigation pour reconnaître la 

correspondance entre la location visée et actuelle. En cas de congruence entre ces deux 

informations, un signal serait émis, ŎƻƴŦƛǊƳŀƴǘ ƭΩŀǊǊƛǾŞŜ Ł ƭΩŜƴŘǊƻƛǘ ǾƛǎŞΣ ǉǳƛ ǇƻǳǊǊŀƛǘ ŎƻƴǘǊƛōǳŜǊ Ł ƭa 

décision de cesser la navigation. 
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ǉǳƛ ǎŜ ŘƛŦŦǳǎŜ Ł ƭΩŀǘƳƻǎǇƘŝǊŜ ŘŜǎ ŞǉǳƛǇŜǎ ǉǳΩƛƭǎ ŘƛǊƛƎŜƴǘΦ 

 

5ŀƴǎ ƭΩordre plus ou moins chronologique, je remercie sincèrement les personnes listées ci-après (et 

aussi celles que je risque probablement ŘΩƻǳōƭƛŜǊύΦ ¢ƻǳǘ ŘΩŀōƻǊŘΣ Ƴŀ ƳŀƳŀƴΣ ǎŀƴǎ ǉǳƛ ƧŜ ƴŜ ǎŜǊŀƛ Ǉŀǎ 

là, à différents niveaux Η aŜǊŎƛ ŘŜ ƳΩŀǾƻƛǊ ǎǳǇǇƻǊǘŞŜΣ Řŀƴǎ ƭes deux sens du terme... et merci à elle 

ŘΩşǘǊŜ ŎŜ ǇƛƭƛŜǊ ǎǳǊ ƭŜǉǳŜƭ ƧŜ ǎŀƛǎ ǉǳŜ ƧŜ ǇŜǳȄ ǘƻǳƧƻǳǊǎ ƳŜ ǊŀŎŎǊƻŎƘŜǊΦ aŜǊŎƛ Ł {ŜǊƎŜ ǇƻǳǊ ǎƻƴ ǎƻǳǘƛŜƴΣ 

particulièrement en termes de boissons de qualité. Merci à Matthieu (mon frère) pour les bonbons et 

les Froot LƻƻǇǎ ǉǳƛ ƳΩƻƴǘ ǎŜǊǾƛ ŘŜ ŎŀǊōǳǊŀƴǘ ǇƻǳǊ ƭŀ ŘŜǊƴƛŝǊŜ ƭƛƎƴŜ ŘǊƻƛǘŜΣ ƭŜǎ ŘƛŦŦŞǊŜƴǘŜǎ ƳǳǎƛǉǳŜǎ 

ǉǳΩƛƭ ƳΩŀ Ŧŀƛǘ ŘŞŎƻǳǾǊƛǊΣ Ŝǘ ƭŜǎ ŘƛǎŎǳǎǎƛƻƴǎ ƻǴ ƴƻǳǎ ƴŜ ǎƻƳƳŜǎ Ǉŀǎ ǘƻǳƧƻǳǊǎ ŘΩŀŎŎƻǊŘΦ ¦ƴ ǘǊŝǎ ƎǊŀƴŘ 

merci à mon grand-père Robert, qui au-delà de son soutien et de soƴ ŀŦŦŜŎǘƛƻƴΣ ƳΩŀ ǇŜǊƳƛǎ ŘŜ 

séjourner à Paris ponctuellement, ou plus longtemps.  

 

aşƳŜ ǎƛ ŎΩŜǎǘ ǳƴ ǇŜǳ ƘƻǊǎ ǎǳƧŜǘ όƳŀƛǎ ƛŎƛΣ ƧΩŀƛ ƭŜ ŘǊƻƛǘ ΗύΣ ƳŜǊŎƛ Ł !ƴƎŜƭƻ ŘŜ ƳΩŀǾƻƛǊ ŀŎŎǳŜƛƭƭƛŜ Řŀƴǎ ǎƻƴ 

équipe lors de mes stages de master 1 et 2 Ŝǘ ŘŜ ƳΩŀǾƻƛǊ ŘƻƴƴŞ ƭΩƻǇportunité de découvrir les joies 

de la modélisation. Un peu plus dans le sujet, je remercie à nouveau Angelo car, sans lui, cette thèse 

ƴΩŀǳǊŀƛǘ ƧŀƳŀƛǎ ŎƻƳƳŜƴŎŞ ; merci pour son encadrement tout au long de la thèse, pour sa confiance, 

sa rigueur, ses conseƛƭǎ ǇŜǊǘƛƴŜƴǘǎΣ ǎŀ ǊŜƭŜŎǘǳǊŜ Řǳ ƳŀƴǳǎŎǊƛǘΣ ǎŀ ŦŀŎǳƭǘŞ ŘŜ ǊŀǎǎǳǊŜǊ Ŝǘ ŘΩŀƭƭŜǊ Ł 

ƭΩŜǎǎŜƴǘƛŜƭΣ ǎŀ Ǿƛǎƛƻƴ όœŀ ǘƻƳōŜ ōƛŜƴ !), sa compétence à convaincre les autres (en tout cas, moi) de 

son point de vue, et enfin, sa capacité à rassembler un environnement humain sympathique et de 

qualité. Merci pour tout ! 

Je remercie tout particulièrement Luca, sans lequel énormément de choses seraient 

ŘƛŦŦŞǊŜƴǘŜǎ όŜƴ Ƴƻƛƴǎ ōƛŜƴΣ ǎƛ ǎƛΣ ƧŜ ǘΩŀǎǎǳǊŜ !), dans la vie de beaucoup de gens en général, et dans 
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cette thèse en particulier : merci pour son soutien général et sa disponibilité, pour sa relecture 

attentive de pratiquement tout le manuscrit, pour son aide à différents moments de la thèse, figures, 

comptage de cellules, etc., Ŝǘ ǇƻǳǊ ƭΩƻǊƎanisation à la fin. Merci à Jérémie ŘΩêtre lui-même, pour sa 

présence rassurante, pour son soutien moral, pour ses délicieux cheesecakes, pour le tennis et le 

ŦƻƻǘƛƴƎΣ ǇƻǳǊ ǎƻƴ ƎƻǶǘ ƛƳƳƻŘŞǊŞ Ƴŀƛǎ ǉǳŜƭǉǳŜ ǇŜǳ ŘƛǎǎƛƳǳƭŞ ǇƻǳǊ ƭŜ ǇƛƴƎ ǇƻƴƎ όƳŀƛǎ ƻǳƛΣ ŎΩŜǎǘ ƧǳǎǘŜ 

ǉǳŜ ǘǳ ƴΩƻǎŜǎ Ǉŀǎ ǘŜ ƭΩŀǾƻǳŜǊύΣ Ǉƻǳr son aide très précieuse (et précise) sur les figures, et pour ses 

remarques sur un chapitre de la thèse. Merci à Denis pour ses conseils, ses remarques scientifiques 

ǘƻǳƧƻǳǊǎ ŘƛǊŜŎǘŜǎ Ŝǘ ǇŜǊǘƛƴŜƴǘŜǎ Ŝǘ ǇƻǳǊ ƭΩŀƳōƛŀƴŎŜ ǉǳΩƛƭ ƳŜǘ ŀǳȄ ǎƻƛǊŞŜǎΦ ¦ƴ ƎǊŀƴŘ ƳŜǊŎi à Laureline 

pour les nombreuses discussions toujours constructives (scientifiques ou autres), pour son accueil à 

DǊŜƴƻōƭŜΣ ǇƻǳǊ ǎƻƴ ŀƛŘŜ ǇǊŞŎƛŜǳǎŜ Ŝǘ ŜŦŦƛŎŀŎŜ Ŝƴ ǎǘŀǘƛǎǘƛǉǳŜǎ Ŝǘ Ŝƴ ƛŘŞŜǎ ŘΩŀƴŀƭȅǎŜǎ ; et bonne chance 

pour la fin, tranquille ! Bonne chance ŀǳǎǎƛ Ł .ŞǊȅƭΣ ǉǳƛ ƳΩŀǳǊŀ ŀǇǇǊƛǎ ŎŜǊǘŀƛƴŜǎ ŎƘƻǎŜǎ ǎǳǊ Ƴƻƛ-même 

όƴƻǘŀƳƳŜƴǘΣ ǉǳŜ ǎƻǳǎ ŎŜǊǘŀƛƴŜǎ ŎƻƴŘƛǘƛƻƴǎ ƧŜ ƴΩŀƛƳŜ Ǉŀǎ ƭŜǎ ōŃǘƻƴǎ ŘŜ ǊŞƎƭƛǎǎŜύΦ aŜǊŎƛ Ł aŀǊŎƛŀ-

Bouchon pour sa présence dans notre bureau et pour avoir supporté la mienne, pour sa patience et 

son soutien. Bonne chance pour ta thèse Η aŜǊŎƛ Ł ¢ƛƳ ŘΩŀǾƻƛǊ ǊŜƭǳ ǳƴ ōƻǳǘ ŘŜ ƳŀƴǳǎŎǊƛǘ Ŝǘ 

ŘΩŀŎŎŜǇǘŜǊ ŘŜ ǇŀǊǘƛǊ Ǉƭǳǎ ǘƾǘ ŀǳ ǊŜǎǘƻ ¦ όƻǳƛΣ ƛƭ ƴΩȅ ŀ Ǉŀǎ ǉǳΩŁ aŀǊǎŜƛƭƭŜ ǉǳŜ œŀ ŀǊǊƛǾŜύΣ ƳŜǊŎƛ Ł wŞƳȅ 

pour ses « lâche pâs » et ses conseils scientifiques, merci à Charles pour le soutien moral et physique 

sous forme de nourriture sucrée. Je remercie aussi William pour ses conseils, sa sympathie et sa 

relecture du résumé anglais de la thèse. Merci de manière générale à tous ceux et celles qui 

participent au bon fonŎǘƛƻƴƴŜƳŜƴǘ ŘŜ ƭΩLƴǎǘƛǘǳǘ ŘŜ ƭŀ ±ƛǎƛƻƴΣ ǳƴ ƭƛŜǳ ǉǳŜ ƧŜ ƴΩŀƛ Ǉŀǎ ŜƴŎƻǊŜ Ŝǳ 

ƭΩƻǇǇƻǊǘǳƴƛǘŞ ŘŜ ōƛŜƴ ŜȄǇƭƻǊŜǊ Ƴŀƛǎ ƻǴ ƛƭ Ŧŀƛǘ Ŝƴ ǘƻǳǘ Ŏŀǎ ōƻƴ ǘǊŀǾŀƛƭƭŜǊΦ 

 

Un très grand merci à Emmanuel Demaury et Sylvie Faivre pour leur gentillesse et leur efficacité à 

ƭΩŜȄ-NP!Φ aŜǊŎƛ ŀǳȄ ǇǊŞŎŞŘŜƴǘǎ ŘƻŎǘŜǳǊǎ ŘŜ ƭΩŞǉǳƛǇŜ ǉǳƛ ǎƻƴǘ ƳŀƛƴǘŜƴŀƴǘ ƭƻƛƴΣ aŀƴǳΣ WΦ-B. et Romain, 

ǉǳƛ ƳΩŀǳǊƻƴǘ ǘƻǳǎ ōŜŀǳŎƻǳǇ ŀǇǇǊƛǎ Ł ƭŜǳǊ ƳŀƴƛŝǊŜΦΦΦ Ŝǘ ƳŜǊŎƛ Ł tƛŜǊǊŜ Ŝƴ ǇŀǎǎŀƴǘΦ aŜǊŎƛ ŀǳǎǎƛ Ł WǳƭƛŜ 

et Bénédicte, en particulier pour leurs thèses de qualité quƛ ƳΩƻƴǘ ŞǘŞ ŘΩǳƴŜ ƎǊŀƴŘŜ ǳǘƛƭƛǘŞΦ aŜǊŎƛ Ł 

WŜŀƴ aŀǊƛŀƴƛΣ ŘƛǊŜŎǘŜǳǊ ŘŜ ƭΩŜȄ-bt!Σ ǇƻǳǊ ƳΩŀǾƻƛǊ ŘƻƴƴŞ ƭŀ ǇƻǎǎƛōƛƭƛǘŞ ŘΩȅ ǘǊŀǾŀƛƭƭŜǊΦ 9ƴŦƛƴΣ ǳƴ ƎǊŀƴŘ 

ƳŜǊŎƛ Ł YŀƳŜƭ aŜƎƘŜǊōƛ Ŝǘ ƭΩŞǉǳƛǇŜ Řǳ ǎŜǊǾƛŎŜ ŘŜ ǊŜǇǊƻƎǊŀǇƘƛŜ ŘŜǎ ǘƘŝǎŜǎ ŘŜ ƭΩ¦ta/ ǇƻǳǊ ƭŜǳǊ 

accueil chaleureux et leur travail de qualité.   

 

5Ŝ ƭΩŀǳǘǊŜ ŎƾǘŞ ŘŜ ƭŀ CǊŀƴŎŜΣ Ƴŀƛǎ ŀǳǎǎƛ ŘŜ ƭŀ ǘƘŝǎŜΣ ǎŜ ǘǊƻǳǾŜ ƭŜ [ŀōƻǊŀǘƻƛǊŜ ŘŜ bŜǳǊƻōƛƻƭƻƎƛŜ ŘŜ ƭŀ 

/ƻƎƴƛǘƛƻƴΣ ŀǇǇŀǊŜƳƳŜƴǘ ǳƴ ŜƴŘǊƻƛǘ ŘΩƻǴ ƛƭ Ŝǎǘ ǘǊŝǎ ŘƛŦŦƛŎƛƭŜ ŘŜ ǇŀǊǘƛǊΦ /ƻƴǘǊŀƛǊŜƳŜƴǘ ŀǳȄ ǇǊŞǾƛǎƛƻƴǎ 

initiales (« oui, je ǊŜǎǘŜ ǎŜǳƭŜƳŜƴǘ ǎƛȄ ƳƻƛǎΧ ηύΣ ǳƴŜ ƎǊŀƴŘŜ ǇŀǊǘƛŜ ŘŜ ŎŜǘǘŜ ǘƘŝǎŜ ǎΩŜǎǘ ŘŞǊƻǳƭŞŜ ƭŁ-

ōŀǎΦ tƻǳǊ ƳΩŀǾƻƛǊ ŀŎŎŜǇǘŞŜ Řŀƴǎ ƭŜǳǊ ŞǉǳƛǇŜ Ŝǘ ƭŜǳǊ ƭŀōƻǊŀǘƻƛǊŜΣ ƳΩŀǾƻƛǊ ŘƻƴƴŞ ƭΩƻǇǇƻǊǘǳƴƛǘŞ ŘΩȅ 

ǘǊŀǾŀƛƭƭŜǊ Ŝǘ ŘΩȅ ŀǇǇǊŜƴŘǊŜΣ ƧŜ ǊŜƳŜǊŎƛŜ ŎƘŀƭŜǳǊŜǳǎŜƳŜƴǘ 9ǘƛŜƴƴŜ Ŝǘ .ǊǳƴƻΦ WŜ ƴŜ ƳΩŞǘŜƴŘǊŀƛ Ǉŀǎ ǎǳǊ 

ƭΩŀƳōƛŀƴŎŜ ǉǳƛ ǊŝƎƴŜ ŀǳ ƭŀōƻǊŀǘƻƛǊŜ ŎŀǊ ŜƭƭŜ ŀ ŘŞƧŁ ŞǘŞ ƎŞƴŞǊŜǳǎŜƳŜƴǘ ŘŞŎǊƛǘŜ Řŀƴǎ ƭŀ ƭƛǘǘŞǊŀǘǳǊŜ 

existante des remerciements ; je voudrais juste souligner le caractère à la fois naturel et constructif 

des échanges qui y ont lieu, intra- ou inter- équipe(s), ce qui permet probablement de faire avancer 

chacun des membres sur les plans personnel autant que scientifique. Je remercie très sincèrement 

Etienne, pour son accueil, ǇƻǳǊ ƳΩŀǾƻƛǊ ŀǇǇǊƛǎ ƭŜǎ ƳǳƭǘƛǇƭŜǎ aspects liés à la manipulation des rats et 

Ł ƭΩŜƴǊŜƎƛǎǘǊŜƳŜƴǘ ŞƭŜŎǘǊƻǇƘȅǎƛƻƭƻƎƛǉǳŜ in vivo, pour son suivi, sa disponibilité exemplaire, son 

ƘǳƳƻǳǊ όƧŜ ǎŀƛǎΣ ŎΩŜǎǘ Řǳ ǊŞŎƘŀǳŦŦŞΣ Ƴŀƛǎ ŎΩŜǎǘ ŘǳǊ ŘŜ ǇŀǎǎŜǊ Ł ŎƾǘŞύΣ ǎŀ ǇŀǘƛŜƴŎŜΣ ǎes enseignements, 

sa capacité à clarifier (ou alors éliminer) des raisonnements parfois alambiqués, et enfin son 
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ƛƳǇƭƛŎŀǘƛƻƴ Řŀƴǎ ƭŀ ǇƘŀǎŜ ŘŜ ǊŞŘŀŎǘƛƻƴ Řǳ ƳŀƴǳǎŎǊƛǘΦ WΩŜǎǇŝǊŜ ƴŜ Ǉŀǎ ŀǾƻƛǊ ǘǊƻǇ ŀǳƎƳŜƴǘŞ ǎƻƴ ƴƛǾŜŀǳ 

de stress, ou alors seulement de manière transitoire.  

De nombreuses personnes du LNC ont contribué à ce travail, à différents moments. Tout 

ŘΩŀōƻǊŘΣ ƳŜǊŎƛ Ł .Ǌǳƴƻ ǇŀǊ ƭŜǉǳŜƭ Ƴƻƴ ǇǊŜƳƛŜǊ ŎƻƴǘŀŎǘ ŀǾŜŎ ƭŜ [b/ ǎΩŜǎǘ ŦŀƛǘΣ ǇƻǳǊ ǎŀ Ǿƛǎƛƻƴ ŎƭŀƛǊŜ ŘŜǎ 

nombreux projets du laboratoire, sa contribution précieuse aux études de cette thèse, et pour ses 

programmes en C dont on ne prononcera pas le nom. Merci beaucoup Ł [ǳŎƛŀƴŀ ǇƻǳǊ ƭΩŀƛŘŜ 

logistique de tous les instants, pour son efficacité et sa bienveillance. Un très grand merci à Valérie et 

9ƭƻŘƛŜ ǇƻǳǊ ƭŜǳǊ ǘǊŀǾŀƛƭ ŎƻƳǇŞǘŜƴǘ Ŝǘ ŀǘǘŜƴǘƛƻƴƴŞ ǉǳƛ ŀ ǇŜǊƳƛǎ ŀǳȄ Ǌŀǘǎ ŘΩşǘǊe dans les meilleures 

conditions possibles pour produire ce fameux comportement flexible et orienté vers un but. Merci à 

Didier pour le soutien technique concernant la mise au point des différents dispositifs 

ŜȄǇŞǊƛƳŜƴǘŀǳȄΣ ǇƻǳǊ ƭŜǎ ƴƻƳōǊŜǳȄ ŎŀŦŞǎ ǉǳΩƛƭ ƳΩŀ ŀǾŀƴŎŞǎ Ŝǘ ƴƻǘǊŜ ŎŀǇŀŎƛǘŞ ƳǳǘǳŜƭƭŜ ŘΩŀǘǘŜƴǘƛƻƴ 

ŘƛǾƛǎŞŜ όƻǳ ǇŀǎΧύΦ aŜǊŎƛ ŀǳǎǎƛ Ł 5ŀƴȅ ǇƻǳǊ ǎƻƴ ŀƛŘŜ ƴƻǘŀƳƳŜƴǘ ǎǳǊ ƭŜ ŘƛǎǇƻǎƛǘƛŦ ŘŜ ƭŀōȅǊƛƴǘƘŜ ǊŀŘƛŀƭΦ 

Merci à Catherine Marra, en particulier pour son importante contribution à la fabrication des plots 

ŘΩŜƴǊegistrements. Un très grand merci à Pierre-Yves, pour son aide générale, ses précieux conseils 

Ŝǘ ǎŜǎ ƴƻƳōǊŜǳǎŜǎ ŘŞƳƻƴǎǘǊŀǘƛƻƴǎ ǎǳǊ ŘƛŦŦŞǊŜƴǘǎ ŀǎǇŜŎǘǎ ƭƛŞǎ Ł ƭΩŜƴǊŜƎƛǎǘǊŜƳŜƴǘ 

électrophysiologique Υ ƭŀ ŦŀōǊƛŎŀǘƛƻƴ ŘŜǎ ŞƭŜŎǘǊƻŘŜǎΣ ƭŀ ŎƘƛǊǳǊƎƛŜΣ ƭΩŜƴǊŜƎƛǎǘǊŜƳent, le spike-sorting 

(ah ! le spike-ǎƻǊǘƛƴƎΧύΣ ƭŀ ŘƛŦŦƛŎƛƭŜ ǇƘŀǎŜ ŘŜ ǇŜǊŦǳǎƛƻƴΣ ƭΩƘƛǎǘƻƭƻƎƛŜΦ WŜ ƭŜ ǊŜƳŜǊŎƛŜ ŀǳǎǎƛ ǇƻǳǊ ǎŀ ōƻƴƴŜ 

humeur (mais aussi sa susceptibilité), son invitation à Allauch et nos discussions. Dans la lignée, je 

remercie Francesca, pouǊ ǎŀ ōƻƴƴŜ ƘǳƳŜǳǊΣ ǎŜǎ ǇǊƻƎǊŀƳƳŜǎ aŀǘƭŀōΣ ǎŀ ǊŜƭŜŎǘǳǊŜ ŘΩǳƴŜ ǇŀǊǘƛŜ ŘŜ ƭŀ 

thèse et les chocolats de la dernière ligne droite!! Merci aussi à Borís pour une fonction python qui 

ƳΩŀ ŞǘŞ ǘǊŝǎ ǳǘƛƭŜΦ aŜǊŎƛ Ł LƴƎǊƛŘ ǇƻǳǊ ǎƻƴ ŘȅƴŀƳƛǎƳŜ ŎƻƴǘŀƎƛŜǳȄ Ŝǘ ǇƻǳǊ ŀǾƻƛǊ ǎupporté de partager 

sa salle de manip avec moi ;).  

Une partie non-ƴŞƎƭƛƎŜŀōƭŜ Řǳ ǘǊŀǾŀƛƭ ŘŜ ŎŜǘǘŜ ǘƘŝǎŜ ǊŜǇƻǎŜ ǎǳǊ ƭΩŀƛŘŜ ŘŜ ǘǊƻƛǎ ŜȄ-stagiaires : 

ƳŜǊŎƛ Ł /ƭŞƳŜƴŎŜ !ǎǎŜƭƛƴ όǉǳƛ ƳΩŀ ǇǊƻōŀōƭŜƳŜƴǘ ŀǳǘŀƴǘ ŀǇǇǊƛǎ ǉǳŜ ƭŀ ǊŞŎƛǇǊƻǉǳŜύΣ ǇƻǳǊ son aide 
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 Ces fameux rats ayant été traités aussi άhumainementέ que possible. 
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Foreword 
 
 
The brain is a complex organ able to perform a variety of functions, predominantly dedicated to 

processing information from the outside world but also from the organism itself in order to produce 

adapted responses. Among these functions, cognition refers to all brain processes related to 

knowledge, such as learning, memory, attention, decision-making and language. One of the domains 

in which cognition is expressed under different forms is spatial cognition. It is the ability of an 

organism to acquire or update spatial knowledge, organise it, and use it to express a behaviour 

adapted to the context. Animal species and mammals in particular have a wide range of spatial 

learning and navigation abilities that allow them to behave flexibly even in complex and dynamical 

environments. 

 

Four decades ago, the development of electrophysiological recording techniques in freely moving 

animals allowed insights into the neural bases of spatial cognition to be gained. At that time, the 

hippocampus was known for its role in memory ς among others ς as revealed by studies of amnesic 

patients. Extracellular recordings in the hippocampus of freely moving rats shed light on a striking 

property of hippocampal cells: their discharge appeared to represent the location of the rat. The fact 

that such an abstract notion as space seemed to be encoded in their activity was at first sceptically 

received by the scientific community. However, after scepticism came enthusiasm in the light of the 

ǎǳǊǇǊƛǎƛƴƎ ǇǊƻǇŜǊǘƛŜǎ ƻŦ ǘƘŜǎŜ Ψplace cellsΩ. This discovery directed a large body of research towards 

the understanding of neural mechanisms underlying spatial cognition. Such effort evidenced a broad 

network of neural structures involved in spatial cognition within which the hippocampus plays an 

important role, particularly when complex spatial processing and behavioural flexibility are involved. 

Unravelling the mechanisms that endow an animal with this behavioural flexibility is still today a 

challenge.  

 

The work presented in this thesis aimed at contributing to the understanding of the role of the 

hippocampus in spatial cognition and adaptive behaviour. Since its involvement in spatial memory 

is rather well established, we asked to what extent it could also be involved in spatial decision-

making. Recent works indicate that the hippocampus may not be restricted to purely representing 

space. In particular, new insights were recently gained about how places of interest in our 

environment, or goals, could have a specific importance in the hippocampal spatial representation. 

 

In the first part of this manuscript, we introduce the fundamental notions involved in spatial 

cognition and flexible behaviour. We focus on the role of the hippocampus in those functions that 

were covered by the experimental investigation carried out during this doctoral thesis. The first 

chapter concerns memory and it reviews the current hypotheses about the neural mechanisms 

underlying this brain function. The second chapter introduces some of the fundamental notions 

involved in decision-making, by relating them to spatial cognition. The third chapter is devoted to 

spatial cognition itself, in an attempt to evaluate the specific conditions that require a functioning 

hippocampus. The fourth chapter describes the anatomy of the hippocampus and its relationships 

with surrounding structures. In particular, we ask to what extent the hippocampus could interact 
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ǿƛǘƘ ǎǘǊǳŎǘǳǊŜǎ ƎŜƴŜǊŀƭƭȅ ŎƻƴǎƛŘŜǊŜŘ ŀǎ ōŜƭƻƴƎƛƴƎ ǘƻ ŀ ΨŘŜŎƛǎƛƻƴ-ƳŀƪƛƴƎΩ ŎƛǊŎǳƛǘΦ We stress the fact 

that the way by which the brain combines spatial and decision-making parameters to direct 

behaviour is still not fully understood. Because single cell activity can bring new insights into the 

mechanisms underlying the combination of these parameters, the fifth and last introductory chapter 

reviews current knowledge on hippocampal place cells. It relates the activity of these cells to the 

above-mentioned functions, namely, spatial memory and decision-making. We present recent 

studies that shed light on a possible role of place cells in representing spatial goals. However, the 

nature of this goal-related signal and its possible significance for goal-directed behaviour remain 

open questions. 

 

In the second part of the thesis, we present the experimental work and the new evidence provided 

by this research. The sixth chapter overviews a first series of studies in which we used a specific 

method to modify goal value, namely, outcome devaluation. We used several paradigms to assess 

the influence of a decrease in reward value on the spatial behaviour of rats. The seventh and eighth 

chapters both focus our main experiment based on a novel paradigm called the two-goal navigation 

task, in which we performed electrophysiological recordings in the hippocampus of rats. The 

behavioural methods and results of this experiment are exposed in chapter 7 while the 

electrophysiological results (and the associated methods) can be found in chapter 8. The results and 

their interpretation are discussed at the end of each chapter. Finally, the ninth chapter concludes by 

highlighting the new insights gained about the role of place cells, and of the hippocampus in general, 

in goal-directed navigation. 

 

A roadmap of the thesis is presented in Fig. 1. 
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Fig. 1: Roadmap of the thesis. 
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Chapter 1 ς Memory 
 
 
Memory can be defined as any physical change that carries information about the past (Redish and 

Mizumori, 2014). In the brain, these physical changes are thought to be implemented inside and 

between neurons, as will be seen in the present chapter. Memory is tightly related to learning, which 

is the process by which memories are created or modified. Several criteria can be used to categorise 

memory: the neural systems involved, the time during which it holds information, whether or not it 

can be deliberately expressed, and the behavioural flexibility it mediates. 

 

1.1 Taxonomy of memory systems 
 
The work of Scoville and Milner (1957) was influential in defining the current taxonomy of memory 

systems in relation to their neural bases. Scoville and Milner focused on a patient, originally known 

by his initials (H.M.), who had intractable epilepsy. His seizures could not be alleviated by any existing 

medicine and eventually led him to lose his job. As an attempt to cure his condition, he underwent 

surgery to remove the estimated focii of his epilepsy, which were localised in his temporal lobes. 

Most of this part of his brain was bilaterally removed, including the major portion of the 

hippocampus, but also the amygdala and parts of the parahippocampal region. H.M. recovered quite 

well from his surgery and the frequency of his seizures was largely reduced. However, he was left 

with both retrograde and anterograde amnesia. Retrograde amnesia affects the memory of events 

experienced prior to the cause of amnesia, while anterograde amnesia impairs the long-term 

remembering of events experienced from the onset of the amnesia. Interestingly, retrograde 

amnesia is generally temporally graded, meaning that recently stored events are completely 

forgotten but not older ones. This was the case for H.M., whose retrograde amnesia initially 

extended to events encoded 2 years before his surgery, a duration which evolved with time. Aside 

from these severe long-term memory defƛŎƛǘǎΣ IΦaΦΩǎ short-term memory, language abilities, and 

previously learned motor skills were operational. He was also able to learn new motor skills, although 

with lower performance than normal subjects (Corkin, 1968). The series of studies about H.M. had 

two major impacts: first, they refined the classification of memory systems, by suggesting that short-

term and long-term memory were independent, as were declarative and non-declarative memory, 

and second, they shed light on a possible role of the hippocampus in declarative memory2. We will 

now address the currently used taxonomy of memory systems. 

 
1.1.1 Short-term versus long-term memory 
 
Short-term and long-term memories are differentiated by the period of time during which 

information stays in memory. Information held in short-term memory can be easily disrupted 

whereas long-term memories will require more energy to be modified. As an example, if one must 

temporarily retain a phone number before dialling it, the memory for the phone number will be 

available for a few seconds but will have disappeared at the end of the conversation. On the 

ŎƻƴǘǊŀǊȅΣ ƻƴŜ Ŏŀƴ ǊŜŎŀƭƭ ƻƴŜΩǎ ƻǿƴ ǇƘƻƴŜ ƴǳƳōŜǊ ŀǘ ŀƴȅ ƳƻƳŜƴǘ ŜǾŜƴ ǘƘƻǳƎƘ Ƴany events 
                                                             
2
 A review of the recent findings from H.M., who died in 2008 at the age of 82, can be found in Squire, 2009. 
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happened between learning and recalling. The capacity of short-term memory is limited and was 

postulated to be constant (Miller, 1956; Cowan et al., 2004). However, chunking, which is the 

grouping of items, can be used to increase the number of elements held in short-term memory.  

 

On the contrary, long-term memory has a seemingly unlimited capacity and enables the retention of 

information for very long durations, possibly for the whole lifespan of an individual. As an example, 

Thorpe and collaborators recently showed that elderly persons were able to recognise the 

characteristic music from the opening credits of TV shows that they had last seen more than 40 years 

before the test3. A common distinction is made between recent or remote memory (Frankland and 

Bontempi, 2005; Moscovitch et al., 2006). Recent memory concerns information that was freshly 

learned but that has not yet been consolidated, quite similarly to short-term memory. Remote 

memory concerns memory traces that outlast short-term processes: they can be recalled days or 

even decades after the memorised event occurred (Moscovitch et al., 2006). 

 

1.1.1.1 Short-term memory 
 
A wide range of models of memory have been proposed by cognitive psychologists and 

neuropsychologists, supported by results from studies of normal or amnesic subjects like H.M. (to 

cite some of the most influentials: Atkinson and Shiffrin, 1968; Baddeley and Hitch, 1974; Cowan, 

1988; Tulving, 1995; Baddeley, 2000; Eustache and Desgranges, 2008). An important distinction that 

we will retain is the one made between short-term and working memory: short-term memory 

concerns the retention of information over a brief period of time while working memory is the 

temporary manipulation and use of this information to guide behaviour (Aben et al., 2012). 

Moreover, two classes of models can be defined according to the putative structures supporting 

working and long-term memory. Systems models consider that short and long-term memory are 

supported by separated structures (Atkinson and Shiffrin, 1968; Baddeley and Hitch, 1974; Baddeley, 

2000). On the contrary, state-based models propose that working memory and long-term memory 

correspond to different activation states of identical structures (Cowan, 1988, 2008; Oberauer, 2002; 

see Larocque et al., 2014 for review). Nevertheless, both types of models converge on the fact that a 

fundamental role in working memory is played by attention. Attention can be defined as the focus of 

cognitive resources towards a subset of information available at a given time to the organism, usually 

with the effect of enhancing the processing of that information. 

 
1.1.1.2 Long-term memory 

 
Among the various existing models of long-term memory, we chose to focus on the one proposed by 

Squire and collaborators (Fig. 2), as it is still widely used today (Squire and Zola, 1996; Squire, 2004). 

Each functionally different type of memory is associated with the brain structures thought to be 

central to it, forming memory systems. Different memory systems are thought to function in parallel: 

an example given by Squire is how the childhood experience of being chased by a dog can give rise to 

a declarative memory for this event as well as an emotional memory that will be expressed as a 

phobia for dogs. Moreover, several systems can interact (Squire, 2004). From this taxonomy, we can 

                                                             
3
 Communication presented at the NeuroMem annual meeting, May 2014. 
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already retain that the hippocampus, which is part of the medial temporal lobe, is thought to be 

involved in declarative memory. Other structures which we will briefly address in the current work 

are the striatum, involved in procedural memory, and the amygdala, which deals with emotional 

memory. This taxonomy focuses on long-term memory. 

 

 

Fig. 2: Example of taxonomy of long-term memory systems. 
Categories of memory systems. From Squire, 2004. 

 
1.1.2 Declarative versus nondeclarative memory 
 
The distinction between declarative versus nondeclarative memory is also often addressed in terms 

of explicit versus implicit memory. This distinction concerns the recall of a memory. Implicit 

memories are characterized by the fact that they are expressed by action (knowing how) rather than 

by conscious recollection (knowing that). Emotional responses are an example of implicit memories. 

They are thought to mainly be processed by the amygdala. Among implicit memory systems, we will 

mostly be confronted, in the present work, to procedural memory, which encompasses skills and 

habits. Procedural memories take time to be learned but, once acquired, they have the advantage of 

not requiring attention, which can then focus on other tasks (e.g., having a conversation about where 

to spend your next holidays while driving on a familiar road). 

 

On the other hand, recall of explicit or declarative memory usually requires attention and, in 

humans, can be expressed verbally. Declarative memory is representational, insofar as it provides a 

way to model the external world (Squire, 2004). It comprises the memory for facts, or semantic 

memory, and the one for events, also called episodic memory.  

 

1.1.3 Episodic versus semantic memory 
 

The distinction between episodic and semantic memory was first made by Tulving (1972). Episodic 

memory concerns specific personal experiences that took place in a particular context and at a given 

momentΦ ¢ƘŜ ΨǇŜǊǎƻƴŀƭΩ ŀǎǇŜŎǘ ƛǎ ŘŜŦƛƴŜŘ ōȅ ¢ǳƭǾƛƴƎ  ŀǎ ΨŀǳǘƻƴƻŜǘƛŎ ŀǿŀǊŜƴŜǎǎΩ, which is the feeling 

of first-person subjectivity. An important feature of episodic memory is that it allows mental time 

travel in subjective time (Tulving, 2005, 2002). Mental time travel can consist in projecting oneself in 

the past to re-experience a scene, or projecting oneself towards the future to envision multiple 
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possibilities. On the contrary, semantic memory concerns the knowledge of facts, dissociated from 

the context (whether spatial, temporal or social) in which learning took place. As an example, 

knowing that Paris is the capital city of France is a semantic memory, whereas the memory of the last 

time one visited Paris is of episodic nature. The difference between both memory types is often 

made in human experiments by asking the subjects άŘƻ ȅƻǳ ǊŜƳŜƳōŜǊ Χ?έΣ which addresses 

episodic memory and contains a sense of time travel,  or άŘƻ ȅƻǳ ƪƴƻǿ Χ?έΣ which refers to semantic 

memory and is dissociated from time (Knowlton and Squire, 1995). Similarly, other authors state that 

episodic memory is expressed through recollection whereas semantic memory is expressed through 

familiarity (Diana et al., 2007; Eichenbaum et al., 2007).  

 

Several views coexist about the relationship between episodic and semantic memory. One of them 

states that semantic memories would result from a progressive process extracting consistent 

features of episodic memories (Squire and Knowlton, 1995; Eustache and Desgranges, 2008). 

Conversely, another hypothesis is that episodic memory relies on semantic memory and cannot exist 

without it. In this view, episodic memory would result from the association of semantic memories 

and the addition of autonoetic awareness (Tulving, 2005; Klein, 2013). Dere and collaborators (2010) 

proposed that this autonoetic feeling could be generated by the recall of the emotional state 

associated to a particular memory.  

 

The separation between semantic and episodic memory is supported by psychological studies of 

patients with brain lesions to the medial temporal lobe such as H.M. (Tulving, 1985; Tulving et al., 

1991; Vargha-Khadem et al., 1997; Klein and Nichols, 2012; Klein, 2013). These patients usually suffer 

from an amnesia that selectively impairs episodic memories. These impairments sometimes go along 

with an inability to plan future events (Tulving, 1985). When focusing on the anatomical extent of 

lesions from these amnesic patients and others, a common brain region reliably involved in episodic 

memory deficits is the hippocampus (Zola-Morgan et al., 1986; Tulving, 2002; Squire, 2004; Klein, 

2013).  

 

In order to allow the neural bases of such intriguing phenomena to be further studied, a major issue 

remains as to whether nonhuman animals have declarative memory abilities. In humans, this 

memory system is usually probed using language. However, language is thought to be an exclusively 

human skill, although other animals are not denied forms of communication and the characteristics 

specific to human language are still a matter of debate (Hauser et al., 2002; Pinker and Jackendoff, 

2005; Corballis, 2007). One way to bypass the language issue in declarative memory is to focus on the 

defining characteristics of this type of memory, such as its flexibility, the fact that it allows the 

remembered material to be manipulated and compared, that it consists of relationships among 

multiple items and events, and that it is representational, in contrast to implicit memory which is 

termed dispositional (Squire, 2004).  

 

For example, the ability to perform transitive inference (more generally, inferential reasoning) is 

indicative of the use of declarative memory. Inferential reasoning is the logical process by which 

elements of individual memories are retrieved and combined to answer novel questions (Zeithamova 

et al., 2012). Transitive inference is a way to test for inferential reasoning, by first presenting a set of 
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items with relationships between each other, and second testing for the ability of the subject to infer 

new relationships between two items that were never presented simultaneously before. For 

example, if A>B and B>/ ƛƴ ǘƘŜ ǘǊŀƛƴƛƴƎ ǇƘŀǎŜ όΨҔΩ ƳŜŀƴƛƴƎ ΨǎƘƻǳƭŘ ōŜ ǎŜƭŜŎǘŜŘ ƻǾŜǊΩύΣ ǘƘŜƴ ǿƘŜƴ 

presented with A and C, the subject must select the item A. Rodents can solve transitive inference 

tasks (usually with different odours as items) and lesion studies in rats and mice have demonstrated 

the involvement of a number of structures in the ability for transitive inference, among which the 

hippocampus (Bunsey and Eichenbaum, 1996; Dusek and Eichenbaum, 1997; DeVito et al., 2010a) 

and the prefrontal cortex (DeVito et al., 2010b). However, it is unclear whether the hippocampus is 

involved in the acquisition of the overlapping memories necessary for transitive inference or in the 

flexible use of these memories necessary to infer new relationships, as demonstrated by the 

opposite conclusions of Van der Jeugd et al., 2009 and DeVito et al., 2010a. It also remains unclear 

whether inferential reasoning relies specifically on episodic or semantic memory, but it definitely 

holds characteristics of declarative memory. 

 

The ability for episodic memory in nonhuman animals, for which the autonoetic awareness aspect is 

still difficult to define in humans, remains an open question. Nonetheless, attempts were made to 

ŘŜŦƛƴŜ ŀƴ ΨŜǇƛǎƻŘƛŎ-ƭƛƪŜΩ ƳŜƳƻǊȅ ǿƘƻǎŜ ŜȄƛǎǘŜƴŎŜ Ŏould be tested without relying on language 

abilities.  

 

1.1.4 The particular case of episodic-like memory 
 

Episodic-like memory can be defined by the characteristics of what is held in episodic memory, 

independently from whether it can be verbalised or it involves autonoetic consciousness. These 

characteristics are the nature of the memorised episode, the spatial context where it happened, and 

the time when it happened ς as opposed to semantic memory which stores information 

independently from its spatial or temporal context. The characteristics of episodic-like memory are 

generally summarised as the Ψwhat, where and whenΩ components of episodic memory (Nyberg et 

al., 1996; Clayton and Dickinson, 1998). Using these criteria, a series of studies tackled the question 

of the existence of episodic-like memory in nonhumans, initiated by the seminal study of Clayton & 

Dickinson in scrub jays (1998). 

 

Scrub jays are birds that have a natural inclination to hide food in secured locations. Moreover, they 

love worms. Clayton and Dickinson relied on these two characteristics to question whether scrub jays 

could remember what kind of food they had cached where and when. In this study, the birds first 

learned that worms degrade overtime and become inedible after a long delay (124 h) but not a short 

delay (4 h). Then, they were required to cache either peanuts (which do not degrade) or worms in 

distinctive compartments of a sand-filled storage tray. Either 4 or 124 h after the caching phase, they 

were allowed to retrieve the food. If the worms had been cached 4h ago, birds unambiguously 

directed their visits towards the worm caches, showing that they had a marked preference for this 

type of food. However, after the long delay of 5 days (124 h), they first went to the peanuts 

ŎƻƳǇŀǊǘƳŜƴǘΣ ǘƘŜǊŜōȅ ŘŜƳƻƴǎǘǊŀǘƛƴƎ ǘƘŀǘ ǘƘŜȅ ƘŀŘ ŎƻƳōƛƴŜŘ ǘƘŜ ΨǿƘŜƴΩ ǿƛǘƘ ǘƘŜ ΨǿƘŀǘΩ 

information in order to guide their choice (Fig. 3).  
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Fig. 3: Episodic-like memory in scrub jays. 
Left: scrub jay (Aphelocoma coerulescens) about to cache a wax worm. From Griffiths et al., 1999. 
Right: Number of inspections for nuts or worms caches depending on the post-caching delay. 
At the 4h delay, the worm cache was more inspected than the nuts cache. At 124h delay, it was the other way 
round. The overlaying percentages indicate the number of animals whose first visit was directed towards the 
worms cache. Note that the tests, contrary to training, were performed in extinction, i.e., with both types of 
food removed from the caches. Adapted from Clayton and Dickinson, 1998. 

 

Thus, scrub jays demonstrate memorȅ ŦƻǊ ǘƘŜ ΨǿƘŀǘΣ ǿƘŜǊŜ ŀƴŘ ǿƘŜƴΩ ŎƻƳǇƻƴŜƴǘǎ ƻŦ ŜǇƛǎƻŘƛŎ-like 

memory (Clayton and Dickinson, 1998; Griffiths et al., 1999). A possible alternative interpretation of 

these results is that scrub jays could have solved the task using the fact that memory trace fades as 

time passes. Different trace strengths of the caching memories might have been sufficient to guide 

their choices (Eichenbaum and Fortin, 2003). Nonetheless, this study, by explicitly exposing three 

testable parameters of episodic memory, paved the way for further attempts to study episodic-like 

memory in nonhuman animals.  

 

In particular, episodic-like memory was tested in rats, using an adapted radial arm maze paradigm 

(Babb and Crystal, 2006a). Similarly to the scrub jays study, the authors investigated whether rats 

would be able to remember what kind of food was located where, and when this specific type of 

food had previously been encountered. Because this experiment was important for our work, we will 

go into its details. First, the radial-arm maze is an apparatus composed of 8 arms with a cup at their 

extremity and connected by a central stem (Olton and Samuelson, 1978). The cups can be either 

baited with food pellets or not. The radial maze paradigm is used to test different forms of spatial 

memory, as will be exposed in further details in Sec. 3.3 (p. 51). Relevant to the episodic-like memory 

issue is the fact that a version of the paradigm allows to test the long-term memory of the ΨǿƘŜǊŜΩ 

component, i.e., whether rats remember which of the arms are baited. Indeed, if the rats remember 

that specific arms are always baited while others are not, they will first visit the baited arms. The 

episodic-like memory study relied on this apparatus using a particular protocol, which consisted in 

two parts. In the first part, the authors addressed whether rats were able to ŎƻƳōƛƴŜ ǘƘŜ ΨǿƘŜǊŜΩ 

and ΨǿƘŜƴΩ ŎƻƳǇƻƴŜƴǘs of episodic-like memory. It involved a two-staged paradigm with a study and 

a test phase separated by a delay (Fig. 4). During the study phase, only half of the arms of the radial 

maze, randomly chosen, were accessible; two of them were baited with normal food while the 

remaining two contained specific, flavoured pellets. Upon entering the maze, the rat was allowed to 

visit each of the 4 opened arms before being removed. After either a short or long retention interval, 
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the test phase occurred. Rats were put back in the maze, all eight arms being accessible, but baited 

differently depending on the delay. After either delay, the locations baited with normal food 

replenished. In addition, only after the long delay would the two flavoured locations replenish. To 

perform optimally in this task, rats had to learn to revisit the flavoured pellets locations only after the 

long delay. After training, they managed to do so, demonstrating that they had somehow memorised 

the temporal component of the task. However, this part of the experiment did not assess whether 

they remember the type of food previously encountered. 

 

Study phase  Test phase  

 

 
Short delay 

 
 

Fig. 4: Episodic-like memory in rats ς 
protocol. 
 
After the study phase, during which only 
selected arms are baited, two test phases 
could occur. If the delay was short (1h), only 
chow pellets were accessible at previously 
non baited locations. After the long delay 
(6h), both chow (C) and flavoured (G and R) 
pellets locations replenished. 
 
Adapted from Babb and Crystal, 2006a. 

Long delay 

 

 

 
 
In the second part of the studyΣ ǘƘŜ ŀǳǘƘƻǊǎ ǘŜǎǘŜŘ ǘƘŜ ΨǿƘŀǘΩ ŀǎǇŜŎǘ ƻŦ ŜǇƛǎƻŘƛŎ-like memory, i.e., 

memory for the attributes of the reward. This is similar to the scrub jays experiment when the birds 

learned that worms degrade over time. Here, the authors used a devaluation procedure to 

selectively diminish the expected value of one of the flavoured pellets. The devaluation procedure is 

commonly used in the instrumental learning domain (examples will be given in Sec. 2.2, p. 24). 

Devaluation can be performed by two means: satiety devaluation or conditioned taste aversion. The 

first procedure consists in free-feeding a rat with a large amount of a given type of reward. In the 

second type of devaluation, the rat is allowed to consume the reward and is then injected with a 

lithium chloride solution that produces malaise. In both cases, the value of the reward is considered 

to be lowered as rats will stop or drastically reduce their consumption when subsequently presented 

with that reward. Babb and Crystal tested the two types of devaluation on one of the flavoured 

pellets during the retention interval to assess whether or not Ǌŀǘǎ ǿƻǳƭŘ ǊŜƳŜƳōŜǊ ǘƘŜ ΨǿƘŀǘΩ 

component of the study phase. Rats indeed selectively decreased their visits to the arm that 

provided the devalued reward. This was the result held for both types of devaluation procedures.  

  

Thus, similarly to scrub jays, rats seem to demonstrate episodic-like memory. Episodic-like memory 

was also assessed in other species, such as birds, rodents or apes (for reviews, see Crystal, 2010; 

Pause et al., 2013). However, several aspects of the ΨǿƘŀǘ-where-ǿƘŜƴΩ paradigms were criticised, 

beginning with ǘƘŜ ǳƴŎƭŜŀǊ ƴŀǘǳǊŜ ƻŦ ǘƘŜ ΨǿƘŜƴΩ ŎƻƳǇƻƴŜƴǘ όǿƘƛŎƘ ƳƛƎƘǘ ōŜ either ŀ ΨƘƻǿ ƭƻƴƎ ŀƎƻΩ 

component or an estimation of absolute time). This component was proposed to be replaced with a 

ōǊƻŀŘŜǊΣ ΨǿƘƛŎƘΩ ŎƻƳǇƻƴŜƴǘ, as a memory for the specific occasion when the event was experienced 
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instead of the specific time (Eacott et al., 2005; Eacott and Easton, 2010). In this framework, the 

duration of the event is defined by the duration of the associated occasion, which can be a few 

seconds (e.g., ΨǿƘŜƴ L ƘŀŘ ǘƘƛǎ ŎŀǊ ŀŎŎƛŘŜƴǘΩύ ƻǊ ǎŜǾŜǊŀƭ ƘƻǳǊǎ όe.g., ΨǿƘŜƴ L ǾƛǎƛǘŜŘ [ƻƴŘƻƴΩύΦ Another 

criticism is that these paradigms usually require intense training to learn the task rules (whether 

degradation of worms or replenishable food sources), and that during encoding the animals knew 

they had to remember a series of information as they would be tested later. On the contrary, true 

episodic memory relies on incidental and one-trial encoding. To address this issue, Zhou and 

collaborators (2012) tested the ability of rats to incidentally encode information about the presence 

or absence of reward. The authors ŦƛǊǎǘ ǘŀǳƎƘǘ Ǌŀǘǎ ǘƻ ΨŀƴǎǿŜǊΩ ŀ ǉǳŜǎǘƛƻƴ by letting them choose 

between two arms on a T-maze (a T-shaped maze with an entry arm and two lateral arms). In the 

entry arm, rats were either given food or not. If they had encountered food, rats had to then go left 

on the maze to get further reward; otherwise, reward would be delivered at the end of the right arm. 

Rats were also trained in a radial maze task. During probe tests, rats were first given the radial maze 

task where food could be either present and absent, and then the T-maze test where they had the 

ƻǇǇƻǊǘǳƴƛǘȅ ǘƻ ΨǊŜǇƻǊǘΩ ǘƘŜ previously encountered presence or absence of food. In these 

ΨǳƴŜȄǇŜŎǘŜŘΩ ǘŜǎǘǎΣ ǘƘŜȅ ŀƴǎǿŜǊŜŘ ǿƛǘƘ ŀŎŎǳǊŀŎȅ ƭŜǾŜƭǎ ǎƛƳƛƭŀǊ ǘƻ ǘƘŜƛǊ ǘǊŀƛƴƛƴƎ ǇŜǊŦƻǊƳŀƴŎŜΦ Thus, 

they were able to incidentally encode information about the occurrence of food and report it later. 

Interestingly, a lesion to the hippocampus (specifically the CA3 field) impaired the ability of rats to 

answer the unexpected question, but not an expected one (Zhou et al., 2012). 

 

Other means to model and assess episodic memory in nonhuman animals have been proposed, 

including testing memory for the temporal order of items (where items can be either odours or 

places: Fortin et al., 2002; Eichenbaum and Fortin, 2003; Fouquet et al., 2010), memory for the 

source of the memory (Crystal et al., 2013), the ability for future planning, or prospective memory 

(Roberts, 2012; Wilson and Crystal, 2012). As an example, the study of Fortin and collaborators 

(2002) set aside the spatial aspect of episodic memory and instead tackled its temporal sequence 

ŀǎǇŜŎǘΣ ǊŜƭȅƛƴƎ ƻƴ ŀ ŘŜŦƛƴƛǘƛƻƴ ƻŦ ŜǇƛǎƻŘƛŎ ƳŜƳƻǊȅ ŀǎ άǎŜǉǳŜƴŎŜǎ ƻŦ ŜǾŜƴǘǎ ǘƘŀǘ ǳƴŦƻƭŘ ƻǾŜǊ ǘƛƳŜ ŀƴŘ 

ǎǇŀŎŜέ, arguing that an episodic memory is composed not only of the item one is trying to recall but 

of the experience of preceding and following events (Eichenbaum and Fortin, 2003). In this 

experiment, rats were presented with a sequence of five different odours. During a test phase, they 

were given the choice between two of the previously encountered odours and had to select the one 

that had first been presented in the sequence. Control rats were able to learn this task while 

hippocampal lesioned rats were impaired. Importantly, both control and lesioned rats expressed 

normal performance in a simple odour recognition test, meaning that the hippocampus is not 

necessary for simple memory of events (Fortin et al., 2002). These kinds of tasks are quite similar to 

inferential reasoning tasks but require an additional memory for the time when events occurred. 

 
An important thing to take into account is that each species evolved according to the specific 

environmental constraints and selection pressure it was confronted with, leading to multiple survival 

strategies. These different strategies often engage different neural systems. The challenge, if one is 

interested in knowledge transfer from nonhuman to human species, is to find neural mechanisms 

and abilities that can be expressed in both. For example, social species might have evolved a 

developed episodic memory system that takes into account the social context where an event 
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happened, while food-storing species might be more sensitive to the temporal context where food 

was cached (e.g., Clayton and Dickinson, 1998). As an example, rats tested in a food-storing task did 

not show any memory of the temporal context concerning when a specific type of food was cached 

(Bird et al., 2003). Conversely, when the ability of rats to scavenge for food was tested, as in Babb 

ŀƴŘ /ǊȅǎǘŀƭΩǎ ǎǘǳŘȅ (2006a), they demonstrate time-related memory. Another natural behaviour 

expressed by rats is the spontaneous exploration of novel objects (Ennaceur and Delacour, 1988). 

¦ǎƛƴƎ ǘƘƛǎ ǎǇƻƴǘŀƴŜƻǳǎ ōŜƘŀǾƛƻǳǊΣ ǘƘŜ ΨǿƘŀǘ-where-ǿƘƛŎƘΩ ƳŜƳƻǊȅ ǿŀǎ ŀǎǎŜǎǎŜŘ ƛƴ Ǌŀǘǎ ό9ŀŎƻǘǘ Ŝǘ 

al., 2005), and the ΨǿƘŀǘ-where-ǿƘŜƴΩ ƳŜƳƻǊȅ ŘŜƳƻƴǎǘǊŀǘŜŘ ƛƴ ƳƛŎŜ ό5ŜǊŜ Ŝǘ ŀƭΦΣ нллрύΦ CƛƴŀƭƭȅΣ ŀ 

ǎǘǳŘȅ ŜǾŀƭǳŀǘŜŘ ǘƘŜ ΨǿƘŀǘ-where-ǿƘŜƴΩ ƳŜƳƻǊȅ ƻŦ ƳŀƭŜ ƳƛŎŜ ōȅ ǳǎƛƴƎ ŦŜƳŀƭŜ ƳƛŎŜ ŀǎ ǘƘŜ ΨǿƘŀǘΩ 

component of memory (Fellini and Morellini, 2013). Interestingly, these authors also showed that the 

hippocampus was necessary for the long-term retention of episodic-like memory. Overall, this 

underlies the importance of employing an ethological perspective, using tasks that address natural 

behaviour in the species one uses as a model (Eacott and Easton, 2010; Templer and Hampton, 

2013). 

 

The attempts to move toward a clear working definition of episodic memory, besides being useful 

from an ethological and neuroscientific perspective, can also be applied to refine nonverbal episodic 

memory tests in humans. In control populations, asking if a subject remembers or knows a given fact 

might not be such a rigorous test. Indeed, subjects can be made to believe that they do remember a 

given word while it was not actually present (Eichenbaum and Fortin, 2003). Thorough tests of 

episodic memory are specially needed when studying non-speaking populations (young children, 

language disabled patients) or for early detection of AƭȊƘŜƛƳŜǊΩǎ disease, as episodic memory deficits 

are one of the major characteristics of the disease (Morris JC et al., 2001; Nestor et al., 2004; 

Storandt, 2008). Attempts to adapt nonhuman tests to human populations have been made and tend 

ǘƻ ƛƴŘƛŎŀǘŜ ǘƘŀǘ ǘƘŜ ΨǿƘŀǘ-where-ǿƘƛŎƘΩ ǘŜǎǘǎ ƛƴŘŜŜŘ ǊŜǉǳƛǊŜ ǊŜƳŜƳōŜǊƛƴƎ ǊŀǘƘŜǊ ǘƘŀƴ ƪƴƻǿƛƴƎ (e.g., 

Easton et al., 2012). To this day, a reliable test of episodic memory which includes the autonoetic 

awareness aspect has yet to be established (Pause et al., 2013).  

 

The fact that nonhuman animals have memory abilities, both implicit and explicit, makes them 

appropriate models for the study of the neural bases of memory. Some of the known or 

hypothesised mechanisms of memory will now be outlined. 

 

1.2 Neural mechanisms of memory 
 

Memory, and the way the brain implements it, remain one of the major challenges in neuroscience 

(Kandel et al., 2014). However, after several decades of research on the neural bases of memory, 

some of the mechanisms responsible for implicit memory are now fairly well understood, and 

possible mechanisms that could underlie explicit memory have been proposed. We will focus on the 

concepts and mechanisms that are thought to support explicit memory. 
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1.2.1 Neural representations 
 
Central to modern cognitive psychology and neuroscience is the concept of representation. It was 

first defined as a theoretical concept, but the subsequent development of extracellular recording 

techniques enabled neural correlates of mental representations to be found. 

 

Roitblat (1982) defines a representation ŀǎ άa remnant of previous experience that allows that 

experience to affect later behaviorέ. Another definition was proposed by Gallistel (1990, 2001): a 

representation is a functional isomorphism between an element of the environment and a neural 

process, that is to say, the representation and the element it represents have the same mathematical 

form, and the same relationships are shared between the symbols that compose the representation 

and between the items these symbols represent. Yet another definition, from deCharms and Zador 

(2000), states that a representation is a message that uses the rules defined by the neural code to 

carry information. Two characteristics can be used to clarify the concept of representation: its 

content and its function. The content of a representation is the information it carries. The function of 

a representation (when considering representation as a neural signal) is the effect it may have on 

further processing and eventually on behaviour (deCharms and Zador, 2000).  

 
The concept of neural representations was commonly used in pre-behaviourism psychology but was 

literally banned during the behaviourist period, under the reasoning that they were not directly 

observable and that behaviour could be explained without them. However, cognitivists subsequently 

showed that certain animal species could express behaviours that are difficult to explain without 

internal representations (an idea already present in the work of Tolman, 1948). Nowadays this 

concept is quite well accepted and frequently used, sometimes in different forms such as the concept 

of memory engram, being the physical change(s) encoding a particular long-term memory (Chklovskii 

et al., 20044). If such mental representations exist, they must be somehow implemented in a specific 

aspect of neural activity.  

 

It is quite difficult to demonstrate the existence of neural representations, since a true 

representation must be observable in the absence of the stimulus that is encoded, in order to ensure 

that it is not a mere automatic and transient response to that stimulus. Nonetheless, a starting point 

for the study of representations is to assess whether neurons that can specifically fire in response to 

the presentation of a stimulus exist. Such neurons have indeed been found in the brain. Their activity 

is ǎŀƛŘ ǘƻ ōŜ ΨǘǳƴŜŘΩ ǘƻ ŀ ƎƛǾŜƴ ǎǘƛƳǳƭǳǎΣ ƛ.e., their probability of firing increases when this specific 

stimulus is presented. The seminal works of Hubel & Wiesel (1959) exemplify this. The authors 

evidenced cells in the primary visual cortex (V1) of anaesthetised cats that responded specifically 

when the animal was presented with a visual stimulus (a bar with a specific orientation) at a 

particular position in its visual field. {ƛƳƛƭŀǊ ΨǘǳƴŜŘΩ ƴŜǳǊƻƴǎ have been observed in many brain 

regions. Iǘ Ŏŀƴ ōŜ ǎŀƛŘ ǘƘŀǘ ŜŀŎƘ ƻŦ ǘƘŜǎŜ ΨǘǳƴŜŘΩ ƴŜǳǊƻƴǎ ŎŀǊǊȅ ƛƴŦƻǊƳŀǘƛƻƴ ŀōƻǳǘ ŀ ǇǊŜŎƛǎŜ 

parameter, either an input stimulus or an output action. The information about the bar position, for 

example, can be used by downstream brain areas to perform more complex operations (e.g., 

eventually recognise a specific face). Indeed, neural representations of more integrated concepts 

                                                             
4
 See also the early theory on memory of Richard Semon, reviewed in Schacter et al., 1978. 
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have been found. A striking example comes from a series of studies using single neuron recordings in 

epileptic human patients. Quiroga and collaborators (2005) found cells that responded to the visual 

presentations of faces of famous persons such as the actress Jennifer Aniston, to drawings of this 

person, and even to visual presentations of his or her name. Interestingly, a majority of these 

ΨŎƻƴŎŜǇǘΩ ŎŜƭƭǎ were found in the hippocampus. The authors proposed that they could be involved in 

declarative memory (Quiroga, 2012). The hypothesis that such cells are part of a mental 

representation is supported by the fact that they not only selectively discharge to the presentation of 

their preferred stimulus, but also do so during conscious recall in the absence of the stimulus 

(Gelbard-Sagiv et al., 2008).  

 

1.2.2 Neural code 
 
From a computational point of view, neuroscientists often aim ŀǘ ΨŎǊŀŎƪƛƴƎ ǘƘŜ ƴŜǳǊŀƭ ŎƻŘŜΩ, i.e., 

decoding the stimulus that led to a specific neural activity. The neural code can be defined as a 

system of rules and mechanisms by which a signal carries information (deCharms and Zador, 2000). 

The fact that specific neurons respond to specific stimuli probably facilitates computations and 

information processing. 

 

It is an ongoing debate as to whether neural networks perform distributed or local coding of 

information (Bowers, 2009). Local (or localist) coding involves a relation between a single unit and a 

meaningful equivalence class of entities in the world (e.g.Σ ΨŎŀǘΩύ (Hummel, 2000). Local coding does 

not imply that only one neuron would code for this class, but it does mean that one can infer the 

signification of the representation from the readout of a single neuron (Bowers, 2009). Local coding 

is often exemplified (in a caricatured ƳŀƴƴŜǊύ ōȅ ǘƘŜ ΨƎǊŀƴŘƳƻǘƘŜǊ ŎŜƭƭΩΣ which would represent the 

memory ƻŦ ƻƴŜΩǎ ƎǊŀƴŘƳƻǘƘŜǊΦ hƴ ǘƘŜ ŎƻƴǘǊŀǊȅΣ ƛƴ ǘƘŜ ŦǊŀƳŜǿƻǊƪ ƻŦ distributed coding, the readout 

of a single neuron is generally not sufficient to assess the item it encodes. One must take into 

account the activity of a network of neurons to precisely decode the meaning of the representation. 

Distributed coding actually encompasses three types of coding: dense, coarse and sparse (Bowers, 

2009). In dense distributed coding, each neuron is involved in the representation of multiple 

concepts and little information can be extracted from the activity of a single neuron. In coarse 

distributed, contrary to dense distributed coding, a single neuron is not generally assumed to 

participate to many representations. Rather, it has a broad tuning curve (such as V1 neurons), 

ƳŜŀƴƛƴƎ ǘƘŀǘ ƴƻǘ ƻƴƭȅ ǘƘŜ ΨǇǊŜŦŜǊǊŜŘΩ ƛǘŜƳ ǿƛƭƭ ƳŀƪŜ ǘƘƛǎ ƴŜǳǊƻƴ ŦƛǊŜ ōǳǘ ŀƭǎƻ ƛǘŜƳǎ ǘƘŀǘ ŀǊŜ ŎƭƻǎŜ ǘƻ 

it. In that case, pooling of several units helps reading out the encoded item or stimulus. A classic 

example of coarse distributed coding can be found in the primary motor cortex (Georgopoulos et al., 

1986). Georgopoulos and collaborators trained monkeys to reach a visual target presented on a 

screen using a joystick. Single neurons from the primary motor cortex recorded in this study fired 

around the time of movement for several directions of movement, making decoding of the direction 

difficult from single neurons. However, the actual direction of movement could be inferred by 

computing a population vector, i.e., by taking into account the whole population of recorded 

neurons. Finally, in sparse distributed coding, a stimulus is coded by the activation of a small number 

of units, and each unit contributes to the representation of a few stimuli. The main difference 

between dense and sparse distributed coding is the number of neurons involved in the 
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representation. They would also have different properties: sparse coding could underlie the rapid 

acquisition of new knowledge without erasing previously stored information, but would be poor at 

generalisation. On the contrary, dense distributed representations would have generalisation 

abilities but would be prone to interference due to overlap between representations. ¢ƘŜ ΨŎƻƴŎŜǇǘΩ 

cells recorded by Quiroga and collaborators (Quiroga et al., 2005; Quiroga, 2012) could be an 

example of sparse distributed coding (Quiroga et al., 2008; see also Wixted et al., 2014 for another 

example of sparse distributed coding in the hippocampus). Fig. 5 schematically exemplifies how a 

population of neurons would respond to different stimuli in the case of dense distributed coding 

versus local coding. 

 
 Dense distributed coding Local coding  

 

Fig. 5: Illustration of dense distributed versus local coding. 
Schematic representation of the normalised spike count for eight neuronal units in response to the 
presentation of a stimulus (clock, chief, etc.) in case of a dense distributed code (left) or local code (right). One 
item (e.g., clock) can be encoded by either a slight activation of the whole population of cells (the whole 
population must then be read out to decode the item) or by the strong firing of only one unit. 
Adapted from Wixted et al., 2014. 

 

Overall, the discussion about whether the brain performs any of the various forms of distributed 

coding or even local coding is not settled yet (Bowers, 2009). It is probable that several sorts of 

coding are implemented by the brain at multiple levels of processing. For example, the hippocampus 

would rather use sparse distributed coding while the cortex would use dense distributed 

representations (McClelland et al., 1995). Moreover, primary sensory areas could implement coarse 

distributed coding while sparse distributed coding would be preferred in higher-order areas (Quiroga 

and Kreiman, 2010). We will see in Chapter 5 that results from single cell recording in spatial 

cognition tasks can bring more arguments into this debate.  

 

Another source of debate among neuroscientists is whether neurons perform temporal or rate 

coding (Thorpe et al., 2001). Rate coding, in which the information is contained in the firing rate of 

neurons, is less prone to noise but requires time to extract the information. In this scheme, the time 

required to precisely process a piece of information can be too important compared to the rapidity 

with which the organism completes certain tasks such as image categorisation (Thorpe et al., 1996). 

However, it could be used in other types of processes than such rapid decision-making. Temporal 

coding, where the timing of spikes encodes information, can require setting a reference to compare 

the time of spikes, but can also rely on synchrony between spikes or patterns of spikes. It enables 
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decisions to be taken very quickly but is sensitive to noise. Again, the study of neural bases of spatial 

cognition (see Chapter 5) can provide answers about this debate, mainly that both rate and temporal 

code coexist. 

 
1.2.3 Possible mechanisms of long-term memory 
 

A well-accepted idea in neuroscience, maybe the most fundamental one, is that neurons transmit 

information via action potentials. In a simplified sensory-motor loop, information from the outside 

world enters the brain by the way of sensory receptors, is processed and transmitted from neuron to 

neuron, and eventually leads to an action through motor neurons that drive actuators such as 

muscles. The output of the system can also be the absence of action, or further internal processing. 

Memory, in this framework, is embedded in neural networks: when a given experience modifies the 

way further information will be transmitted and processed, it means the brain just learned 

something. There are several ways to modify information processing by neurons: synapse efficiency 

can be modified (increased or decreased), connections between neurons can appear or disappear, 

the integration of information by a given neuron (i.e., how its inputs will trigger an output spike) can 

be modified. 

 

The fact that changes in the connectivity between neurons could underlie learning is part of the 

connectionist approach in neuroscience and dates back to Ramón y Cajal (1894, p. 466) ς for the 

French-speaking reader:  

 
άƻƴ ǇŜǳǘ ŀŘƳŜǘǘǊŜ ŎƻƳƳŜ ǳƴŜ ŎƘƻǎŜ ǘǊŝǎ ǾǊŀƛǎŜƳōƭŀōƭŜ ǉǳŜ ƭΩŜȄŜǊŎƛŎŜ ƳŜƴǘŀƭ ǎǳǎŎƛǘŜ 

dans les régions cérébrales plus sollicitées un plus grand développ[e]ment de 

ƭΩŀǇǇŀǊŜƛƭ ǇǊƻǘƻǇƭŀǎƳƛǉǳŜ Ŝǘ Řǳ ǎȅǎǘŝƳŜ ŘŜǎ ŎƻƭƭŀǘŞǊŀƭŜǎ ƴŜǊǾŜǳǎŜǎΦ 5Ŝ ƭŀ ǎƻǊǘŜΣ ŘŜǎ 

associations déjà créées entre certains groupes de cellules se renforceraient 

notablement au moyen de la multiplication des ramilles terminales des appendices 

protoplasmiques et des collatérales nerveuses ; mais, en outre, des connexions 

ƛƴǘŜǊŎŜƭƭǳƭŀƛǊŜǎ ǘƻǳǘ Ł Ŧŀƛǘ ƴƻǳǾŜƭƭŜǎ ǇƻǳǊǊŀƛŜƴǘ ǎΩŞǘŀōƭƛǊ ƎǊŃŎŜ Ł ƭŀ ƴŞƻŦƻǊƳŀǘƛƻƴ ŘŜ 

ŎƻƭƭŀǘŞǊŀƭŜǎ Ŝǘ ŘΩŜȄǇŀƴǎƛƻƴǎ ǇǊƻǘƻǇƭŀǎƳƛǉǳŜǎΦέ 

 

In summary, he proposes that mental training could, in specific brain regions, induce the 

reinforcement of connections between neurons and the creation of new connections between those 

neurons. This idea was later specified by Hebb (1949, p. 62) in those terms:  

 

ά²ƘŜƴ ŀƴ ŀȄƻƴ ƻŦ ŎŜƭƭ ! ƛǎ ƴŜŀǊ ŜƴƻǳƎƘ ǘƻ excite a cell B and repeatedly or 

persistently takes part in firing it, some growth process or metabolic change takes 

ǇƭŀŎŜ ƛƴ ƻƴŜ ƻǊ ōƻǘƘ ŎŜƭƭǎ ǎǳŎƘ ǘƘŀǘ !Ωǎ ŜŦŦƛŎƛŜƴŎȅΣ ŀǎ ƻƴŜ ƻŦ ǘƘŜ ŎŜƭƭǎ ŦƛǊƛƴƎ .Σ ƛǎ 

ƛƴŎǊŜŀǎŜŘέΦ 

 
Thus, according to Hebb, the connection between two neurons should be reinforced if the 

presynaptic neuron always or often fires before the postsynaptic neuron.  
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The theoretical hypothesis that the synaptic connection between two neurons could be modified, 

namely, synaptic plasticity, was later proved true. A core process of synaptic plasticity that might 

underlie long-term memory is long-term synaptic plasticity, which encompasses long-term 

potentiation and long-term depression. Long-term potentiation (LTP) was first discovered by Lømo 

(1966) and subsequently described by Bliss and Lømo (1973). It is an increase in the efficiency of the 

synapse between a postsynaptic and a presynaptic neuron, meaning that once LTP is induced, a 

presynaptic spike will more easily trigger a postsynaptic spike. LTP was first induced by high 

frequency stimulation and its effects were shown to last for several days (Bliss and Lømo, 1973). This 

discovery was made in the hippocampus. It was later demonstrated that many of the synaptic 

connections involving hippocampal cells support LTP, which can also be induced in other structures 

such as the amygdala, the subiculum, the cerebellum and the prefrontal cortex, among others 

(Lynch, 2004). However, if memory is dependent on synaptic strength and the strength of synapses 

can only increase, the system will eventually saturate and no further learning would be possible. In 

addition to Hebbian plasticity, there is need for a mechanism that can selectively decrease the 

strength of synapses which do not participate in firing. Such a mechanism, termed long-term 

depression (LTD), was also first demonstrated in the hippocampus (Stanton and Sejnowski, 1989; 

Dudek and Bear, 1992). Subsequent work found that LTD could also be expressed in many different 

brain regions (Malenka and Bear, 2004). Several types of both LTP and LTD actually exist and rely on 

multiple molecular and cellular mechanisms. 

 

High-frequency stimulation, the experimental paradigm originally used to induce LTP or LTD, is 

unlikely to happen in a healthy brain. A more biologically plausible way of inducing long term 

plasticity is spike-timing dependent plasticity (STDP, see Fig. 6). As its name indicates, the temporal 

aspect is highly important in the STDP mechanism. First, if a presynaptic neuron repeatedly 

discharges just before a postsynaptic neuron, the synapse between the two neurons will be 

potentiated. Conversely, if presynaptic spikes are emitted in a short time window following the 

discharge of the postsynaptic neuron, the synapse will be depressed. Indeed, in the latter case, the 

presynaptic neuron did not participate in the firing of the postsynaptic one.  

  

 

Fig. 6: Spike timing dependent plasticity. 
Illustration of the STDP mechanism. If the 
presynaptic spike regularly occurs after the 
postsynaptic spike (left part), the synapse will be 
depressed, inducing LTD. Conversely, if the 
presynaptic spike regularly occurs just before the 
postsynaptic spike (on the right), the synapse will 
be potentiated (LTP). In both cases, the smaller 
the time interval between the two spikes, the 
stronger the effect. 
From Zaehle et al., 2010. 

 

With STDP, neurons often firing together at the proper timing will be more strongly associated. As a 

consequence, a spike from the presynaptic (ΨǇǊŜŘƛŎǘƛƴƎΩ) neuron will more strongly contribute to the 

generation of an action potential in the postsynaptic neuron. In this context, a network of cells using 
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{¢5t ŎƻǳƭŘ ΨƭŜŀǊƴΩ ǎǇŜŎƛŦƛŎ ǇŀǘǘŜǊƴǎ ƻŦ ŀŎǘƛǾŀǘƛƻƴ that could be neural representations. This 

mechanism has proven to be very efficient for learning in computational models of temporal coding 

(Gerstner et al., 1996; Song et al., 2000; Masquelier et al., 2009). As an example, Masquelier and 

Thorpe (2007) trained an artificial neural network using STDP rules by repeated presentations of 

natural visual scenes. After learning, many neurons of the network had become tuned to visual 

features such as specific orientation bars, similar to V1 neurons. Depending on the class of input 

stimuli, the features could differ, for example being generic features of faces if the input stimuli were 

a set of human faces (Masquelier and Thorpe, 2007). In biological organisms, STDP-induced long term 

potentiation was demonstrated by Markram and collaborators (1997). It was subsequently 

thoroughly investigated (e.g., in the hippocampus: Debanne et al., 1998; the amygdala: Bauer et al., 

2001; the visual system: Meliza and Dan, 2006; for review, Markram et al., 2012). In particular, Bi and 

Poo (1998) demonstrated that the time window within which STDP can be induced is between 5 to 

40 ms. 

 

The fact that LTP can be induced in biological organisms does not prove that it is the support of long-

term memory. Many studies specifically addressed the link between LTP and memory, initiated by 

Morris and colleagues (1986) who pharmacologically blocked LTP and showed that it impaired 

learning in a spatial memory task. Subsequent studies added support to the hypothesis that synaptic 

plasticity is one of the mechanisms underlying long-term memory (e.g., Wilson and Tonegawa, 1997; 

Whitlock et al., 2006). Although LTP was shown in specific conditions to last for over a year (Abraham 

et al., 2002), in general it decays after a few hours. It is actually probable that LTP is only one among 

several plasticity mechanisms underlying long-term memory (Stuchlik, 2014; Takeuchi et al., 2014).  

 

Other approaches to the study of long-term memory mechanisms involve the manipulation of 

immediate-early genes (IEG), genes whose expression is rapidly and transiently triggered under 

different conditions, among which, LTP. The main IEGs thought to be involved in synaptic plasticity 

are c-fos, zif268 and Arc (Abraham et al., 1991; for review, see Ramirez-Amaya, 2007). Genetic 

manipulations now enable the targeting of the expression of these genes in regions of interest (e.g., 

the hippocampus), as a means to go deeper in the study of their involvement in memory, and even to 

apparently modify stored memories (Ramirez et al., 2013).  

 

1.2.4 Possible mechanisms of working memory 
 

The most common hypothesis about the neural mechanisms of working memory is that it relies on 

persistent activity. In this view, a subpopulation of neurons spiking recurrently could temporarily 

hold an item in memory. Neurons with this kind of activity have been observed in the prefrontal 

cortex (Fuster and Alexander, 1971; Funahashi and Kubota, 1994; Goldman-Rakic, 1995). As an 

example, Funahasi and collaborators (1989) recorded individual neurons in the dorsolateral 

prefrontal cortex of monkeys during a working memory task. Monkeys had to fixate on a central 

point on a screen during the brief presentation of a visual cue indicating the position of a target on 

the screen. After a short delay without the cue, subjects had to saccade towards the remembered 

target position. The activity of an example neuron recorded during this task is shown on Fig. 7. This 

neuron strongly fired during the whole delay period, almost exclusively for one out of the eight 
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target positions. Such neurons are different from those that can be recorded in motor areas, as they 

are not active during the movement itself but during the delay period, in the absence both of any cue 

and movement. This kind of activity could be a form of neural representation. 

 

 
Fig. 7: Delay and directional specific prefrontal neuron. 
The activity of one neuron recorded in the dorsolateral prefrontal cortex of a rhesus monkey is 
presented as a function of time for each of eight possible angular locations of the target (surrounding 
plots). For a given target location, the spikes are shown for each trial in the upper part and the 
cumulative histogram is shown in the bottom part. The first two vertical lines indicate the cue 
presentation (that indicated where the target location would be) and the last one is the response (eye 
movement). The middle plot shows the angular position of targets. The duration of the delay period was 
3s. Adapted from Funahashi et al., 1989. 

 
Recurrent spiking would be facilitated at the molecular level by short-term synaptic plasticity 

mechanisms (Zucker and Regehr, 2002; Mongillo et al., 2008). More recently, new hypotheses on the 

role of this persistent activity have emerged, notably that it could take part in decision-making 

processes (Curtis and Lee, 2010). Indeed, working memory and decision-making probably share 

common features, as working memory is the manipulation of stored information to direct behaviour. 

 

Note that we focused here on what could be termed explicit short- or long-term memory. For a 

review that includes molecular aspects of neural bases of implicit memory, including work on Aplysia 

and Drosophila or the eye-blink reflex of the rabbit, the reader is referred to Kandel et al., 2014. 

Long-term plasticity mechanisms such as LTP or LTD are likely to be involved in implicit memory, for 

example in the tuning of fine motor movements probably performed by the cerebellum (Ito, 2001). 
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1.2.5 Dynamic mechanisms of memory 
 

1.2.5.1 Memory consolidation 
 

Memories, once encoded, are not carved in stone. They can be updated or forgotten, and disturbed 

by interference or trauma. They appear to be more easily modified just after learning and gradually 

stabilise with time (McKenzie and Eichenbaum, 2011). This memory consolidation process is defined 

as the progressive postacquisition stabilisation of long-term memory (Dudai, 2004). There are 

actually two types of consolidation: synaptic consolidation (which occurs within the first minutes to 

hours after learning) and systems consolidation. The idea of systems consolidation emerged from the 

study of amnesic patients such as H.M. and the fact that their retrograde amnesia following medial 

temporal lobe lesions was temporally graded. Systems consolidation involves the progressive 

transfer of memories from a ΨlabileΩ state to a more permanent one, engaging the gradual 

reorganisation of brain networks supporting memory. One of the models of memory consolidation is 

ǘƘŜ ΨǎǘŀƴŘŀǊŘ ƳƻŘŜƭΩ (Alvarez and Squire, 1994; Squire and Alvarez, 1995; Frankland and Bontempi, 

2005), presented in Fig. 8. The standard model states that, first, the hippocampus temporarily 

gathers, organizes and stores information from either sensory input or existing information in cortical 

areas. Second, multiple reactivations of the stored patterns (possibly during sleep or rehearsal) 

reinforce the connections between cortical modules involved in the memory, while hippocampal-

cortical connections are weakened. Eventually, the memory becomes independent of the 

hippocampus.  

Cortical modules 

 
 

Hippocampus 

  Time 
Fig. 8: The standard model of consolidation. 
The first stage of encoding is performed by the hippocampus, which gathers information from several primary 
and associative cortical areas and fuses them in a memory trace. Upon successive reactivations, the 
hippocampal-cortical network is strengthened. With time, memories are integrated with pre-existing cortical 
memories and become independent of the hippocampus. In this model, connectivity modifications are rapid 
and transient within the hippocampus but slow and long-lasting in the cortical modules.From Frankland and 
Bontempi, 2005. 

 

A possible way by which changes of different speeds and durations might be implemented in neural 

networks could be weight plasticity and wiring plasticity (Chklovskii et al., 2004, see Fig. 9). Weight 

plasticity could underlie rapid, hippocampal-dependent learning, whereas wiring plasticity might 

change during the consolidation process which takes place on a slower timescale. Plausible biological 

mechanisms that could underlie both types of plasticities are synapse formation and elimination, 



1.2 ς Neural mechanisms of memory 

 

18 
 

dendritic growth, axon remodelling and long-term potentiation and depression (Chklovskii et al., 

2004). 

 

 

Fig. 9: Weight and wiring plasticity. 

 

Each circle represents a neural unit. The 
illustration of weight plasticity is represented 
in the upper panel: the postsynaptic unit 
receives inputs from a subset of presynaptic 
units. Learning causes changes in the weights 
of the existing connections (as represented 
by the thickness of connections). 
 
The lower panel illustrates wiring changes 
resulting from learning: in this case, there is 
no change in the connection weights, but 
new connections are created and existing 
connections are deleted after learning. 
From Chklovskii et al., 2004. 

 

The standard model of consolidation explains the gradual retrograde amnesia effect of medial 

temporal lobe lesions, but it does not account for the differences between episodic and semantic 

memory. Another theory of memory consolidation makes this distinction: the multiple trace theory 

(McClelland et al., 1995; Nadel and Moscovitch, 1997; Harand et al., 2012). According to this view, 

the hippocampus plays a permanent role in memory storage and retrieval of episodic but not 

semantic memory. Each time an episodic memory is retrieved, it is re-encoded (possibly with minor 

variations), leading to multiple traces involving both the hippocampus and the neocortex. Older 

episodic memories that have been recalled more often are then more widely encoded. These 

memories are less prone to amnesia but still require at least a partially functioning hippocampus to 

be retrieved. On the contrary, much like the standard model, semantic memories gradually become 

consolidated in the neocortex and become independent from the hippocampus. This model is 

supported by a number of arguments, among which the fact that the number of reports of 

temporally graded amnesia are actually equivalent to reports of non temporally graded ones. 

Importantly, the consolidated memory is not the exact replicate of the initial one: the two memories 

have different characteristics, namely, that hippocampal-dependent memories are context-specific 

whereas extra-hippocampally represented memories are non-contextual (Winocur et al., 2010a). 

 
It is generally assumed that systems consolidation concerns declarative memory. The consolidation 

of implicit memory is considered to be restricted to the same circuits as the ones used during 

learning (Dudai, 2004).  

 

Consolidation was first thought to occur only once, after learning, but it appears that under some 

circumstances, reconsolidation can occur. Reconsolidation is the process by which a long-term 

memory transiently returns to a labile state and then gradually stabilises (Squire, 2009). It seems to 

involve other molecular mechanisms than consolidation (Kandel et al., 2014). According to 
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Eichenbaum and collaborators, however, consolidation and reconsolidation can be merged, as a new 

memory is never really learned from a blank slate but probably always relies on the reorganization of 

already learned material (McKenzie and Eichenbaum, 2011). Indeed, when faced with a new 

situation, the system must somehow choose between encoding the information from scratch and 

updating an existing memory.  

 
1.2.5.2 Pattern separation, pattern completion and attractor networks 

 
When faced with a given situation, episode, place or item that can be memorised, the brain can 

either encode the features of this item as totally new, or slightly modify the existing memory of a 

previously encountered, similar, item. If a new memory were created for each minor modification of 

a given item, even though long-term memory is said to have a quite large capacity, this would risk 

saturation of the system. It is not optimal either to consider that two items are similar if they are 

indeed sufficiently different to necessitate different behavioural responses. Thus, if we consider that 

a given memory is encoded by the connections between neurons and that the recall of a specific 

memory is mediated by the firing of a specific network of neurons, two mechanisms seem to be of 

particular interest: pattern completion and pattern separation. First, the encoding of two different 

memories must not be stored in the same cellular network to avoid interferences between the two 

memories during recall. This is called pattern separation, defined as the ability to make the stored 

representations of two similar input patterns more dissimilar in order to decrease the probability of 

errors in recall (Guzowski et al., 2004). The degree of difference between the two input patterns 

necessary to consider that the two memories are different probably depends on a wealth of 

parameters. Studying memory within a spatial cognition framework enables researchers to tackle 

some questions about these parameters, as we will see in Chapter 5 (in particular, Sec. 5.2.4, p. 91). 

The second mechanism that is thought to be involved in memory (most probably in its recall phase) is 

pattern completion. It refers to the ability of a network to respond to a degraded input pattern with 

the entire previously stored output pattern (Guzowksi et al., 2004), that is to say, being able to make 

the entire network of neurons fire following the discharge of a subpopulation of it. 

 

A simple way to implement memory properties in an artificial neural network is the Hopfield network 

(Hopfield, 1982). It is a recurrent network, in which each neuron is connected to all others, apart 

from itself. A basic property ƻŦ IƻǇŦƛŜƭŘΩǎ ŀǎǎƻŎƛŀǘƛǾŜ ƴŜǘǿƻǊƪ ƛǎ ǘƻ make the state of the recurrent 

neural dynamics evolve in a way that minimises a given energy function. Memories are modelled as 

specific patterns of activity of the network which minimise this energy function. In Hopfield 

networks, such patterns are learned through Hebbian plasticity. If the stored memories are 

sufficiently independent from one another, the network can retrieve the full memory when 

presented with a partial, even noisy, clue (see Fig. 10). Hopfield networks are able to perform pattern 

completion.  
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A 

 

B 

 

 

C 

 
Fig. 10: Hopfield network and pattern completion. 
A: Stored patternΦ ¢ƘŜ ƳŜƳƻǊȅ ŎƻǊǊŜǎǇƻƴŘǎ ǘƻ ŀ ƎƛǾŜƴ ǎǘŀǘŜ ƻŦ ǘƘŜ ǎȅǎǘŜƳ ǿƘŜǊŜ ŜŀŎƘ ΨǇǊƻǇŜǊǘȅΩ Ƙŀs a given 
set of values. 
B: Cue given as an input to the system. 
C: Dynamic rŜǘǊƛŜǾŀƭ ƻŦ ǘƘŜ ǎǘƻǊŜŘ ΨƳŜƳƻǊȅΩ. 
Adapted from Hopfield, 2007. 

 

The Hopfield network is an example of attractor network. Such networks are composed of nodes 

(e.g., neurons) that can have given values (e.g., firing activity). Among the entire set of possible 

combination of node values, some are the attractors, stable states where the network does not 

evolve any more. Surrounding these attractors (still in the state space) are basins of attraction, i.e. 

states from where the network will eventually converge to a given attractor (Fig. 11).  

 

 

Fig. 11: Attractors and basins of 
attraction. 
 
The current state of the system is 
presented in green. Two attractors are 
implemented in the network: they 
correspond to state A and B. Since the 
current state is in the basin of attraction of 
state A, the system will evolve to minimise 
the energy, eventually reaching state A. 
Adapted from Poucet and Save, 2005. 

 

Pattern completion, pattern separation and attractor networks are probably not restricted to one 

type of memory but rather seem central to how the brain processes information (Hunsaker and 

Kesner, 2013).  

 

Basin of attraction 
for state A 

Basin of attraction 
for state B 

state A state B 

current 
state 

Energy 

States 
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1.3 Summary: multiple memory systems 
 

In summary, we saw that the idea of multiple memory systems is currently well established and that 

different mechanisms at the molecular, cellular and systems level are involved. Memory systems can 

broadly be divided into three categories: 

i. A procedural, implicit, slow learning and inflexible memory system, in which the dorsal striatum 

plays a major role.  

ii. A declarative, explicit, rapid learning and flexible memory system, which probably involve medial 

temporal lobe structures, including the hippocampus.  

iii. Emotional memories, which are probably supported by the amygdala and associated structures. 

 

White and McDonald proposed a classification of memory which highlights these three systems 

(McDonald and White, 1993; White and McDonald, 2002; McDonald and White, 2013, see Fig. 12). 

The declarative, procedural and emotional systems can work independently but the accent is put on 

their parallel functioning. Depending on the form of the information arriving as an input to the 

system (e.g., stimulus ς response association, or stimulus ς stimulus association), stronger and more 

coordinated activity will be generated in the system most compatible with this set of relationships. A 

highly coherent activity will durably modify a given system (possibly using synaptic plasticity 

mechanisms such as LTP or LTD), altering the way future information will be processed: this can be 

considered as memory formation. Importantly, the three systems can interact: a given system can 

facilitate or impair information processing performed by the others; and the output of these systems 

can either converge towards cooperative facilitation of the same response or competitive facilitation 

of different responses (White and McDonald, 2002; White et al., 2013). This view, although 

schematic, can be applied to spatial cognition, and these different types of memory systems can be 

probed by spatial tasks, as will be see in Chapter 3. 

 

 
Fig. 12: Multiple parallel memory systems. 
Types and putative neural substrates of memory systems according to White and McDonald, 2002. Only the 
central structures for each system are presented but each of them relies on afferent and efferent structures.  
Adapted from White, 2007. 
 

 Memory alone cannot drive behaviour, but the memory of a situation can help in deciding which 

action to take when confronted with a similar situation. How human and nonhuman animals select 

actions in the face of choice is addressed by the decision-making domain of research. 

Internal and external stimuli and events 
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Chapter 2 ς Decision-making 
 

 

The spatial cognition and decision-making domains are often investigated separately. Because our 

work addressed both, this chapter aims at proposing clear definitions concerning the concepts and 

parameters useful for decision-making that can play a role in spatial cognition. 

 

Decision-making, as defined by Wang (2008), is the process of choosing an opinion or an action 

among a set of two or more alternatives. It involves the notion of choice, which is not explicitly 

present in all spatial tasks. Nonetheless, even if only one alternative exists (e.g., going straight in a 

line), there is always the other alternative of doing nothing, or going backwards. While researchers 

ƳƻŘǳƭŀǘŜ ǊŀǘǎΩ ƳƻǘƛǾŀǘƛƻƴ ǘƻ ƳŀƪŜ ǘƘŜƳ ŜȄǇǊŜǎǎ ǘƘŜ ŜȄǇŜŎǘŜŘ ōŜƘŀǾƛƻǳǊΣ ŘŜŎƛǎƛƻƴ-making is still an 

unavoidable aspect of spatial cognition. 

 

2.1 Goal 
 
According to Elliot and Fryer (2008), a goal is a cognitive representation of a future object that the 

organism is committed to approach or avoid. Ramnerö and Törneke (2014) quite similarly define a 

goal as a mental event that represents properties of the future and that can be considered to have 

causal influence on behaviour. Interestingly, they propose that, because the future has no objective 

ŦŜŀǘǳǊŜǎΣ Ǝƻŀƭǎ ǿƻǳƭŘ ǊŀǘƘŜǊ ōŜ ΨǇǊŜ-ǇǊŜǎŜƴǘŀǘƛƻƴǎΩ ǘƘŀƴ ǊŜǇǊŜǎŜƴǘŀǘƛƻƴǎΦ IƻǿŜǾŜǊΣ ƻƴŜ ŎƻǳƭŘ ǊŜǇƭȅ 

that the dissociation between experienced events and imagined events is rather blurry in the world 

of representations. 

 

¢ƻƭƳŀƴ όмфнрύ ŀƭǎƻ ŎƻƴǘǊƛōǳǘŜŘ ǘƻ ǘƘŜ ŘŜŦƛƴƛǘƛƻƴ ƻŦ ǘƘŜ ΨƎƻŀƭ ƻōƧŜŎǘΩ ŀǎ ǘƘŜ ƻōƧŜŎǘ ƻǊ ǎƛǘǳŀǘƛƻƴ 

towards which (or away from which) the organism moves. He proposed that two factors come into 

play when evaluating the strength of a particular goal object: its inherent value (whether positive or 

negative), and the current physiological state of the organism. He also distinguished between the 

ultimate goal object as a physiological state that a subject persists to attain or eliminate and the 

subordinate goal object, which is the means of getting to or from the ultimate goal object. 

 

Elliot and Fryer (2008) specify that the goal is not restricted to the object of the goal. It also 

encompasses the approach or avoidance commitment with regard to the object. Indeed, different 

motivations can drive different goals concerning the same object. Moreover, in this definition, the 

notion of commitment is important. It relies on the fact that the subject must explicitly commit to 

the goal. The representation of a future object becomes a goal when the subject commits to reaching 

this object. 

 

The spatial cognition approach is a convenient way to instantiate goal objects in a space that can be 

quantitatively described since goals, rather than being abstract, can be embodied by specific places. 

For example, in the radial arm maze task, the ultimate goal object could be to eat all food pellets 

available with the least possible physical expense. Subordinate goal objects would be instantiated by 
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the food cups placed at the end of each arm, combined with the approach commitment when this 

food cup is selected as the current goal. The term goal in spatial cognition is mainly used to refer to a 

ƭƻŎŀǘƛƻƴ ƛƴ ǘƘŜ ǎǳōƧŜŎǘΩǎ ŜƴǾƛǊƻƴƳŜƴǘ ǘƘŀǘ ƛǎ ŀǎǎƻŎƛŀǘŜŘ ǿƛǘƘ ǊŜǿŀǊŘ ό.ǳǊƎŜǎǎ Ŝǘ ŀƭΦΣ мффтύΦ ! ŦŜǿ 

studies addressed the question of spatial goal representation in the hippocampus of rats, and the 

existence and nature of a goal representation in the hippocampus seems to depend upon the task  

used (e.g., Hollup et al., 2001a; Hölscher et al., 2003; Jeffery et al., 2003; Hok et al., 2007a). These 

studies are central to our work and will be reviewed in Chapter 5 (Sec. 5.4.2, p. 100). 

 

Importantly, not all types of behaviour are believed to rely on a representation of the goal. Rats (and 

humans) can express different types of behaviour when confronted to the same situation. This can 

underlie the use of different decision-making systems, reflected in the dissociation between habitual 

and goal-directed behaviour. 

 

2.2 Goal-directed behaviour and decision-making systems 
 
Precise distinctions among different types of behaviour were made in the instrumental learning 

framework, a domain of research usually relying on tasks in which rats have to press levers to get a 

reward. These highly controlled tasks allowed to dissociate different decision-making systems that 

rely on different types of learning (Balleine and Dickinson, 1998; Redish, 2013). A first distinction is 

made between Pavlovian and instrumental learning. Through Pavlovian learning, also termed 

classical conditioning, a stimulus will elicit an unconditioned response, i.e., a behavioural response 

that has been learned over an evolutionary timescale. No action is required to get a reward. Still, this 

system allows the subject to anticipate the reward or a reward-predicting stimulus. The simplest and 

most famous example of such learning comes from Pavlov, who trained a dog in associating a sound 

with the arrival of food. At the end of training, the sound was sufficient to make the animal salivate, 

even if food was not subsequently presented. The fact that the dog salivates when presented with 

food is a reflex; the fact that this response can be produced following a specific sound is the result of 

Pavlovian learning. That is, the Pavlovian decision-making system learned to associate the sound with 

future reward. However, in this type of learning, the subject has no control over the source of 

reward. On the contrary, instrumental learning allows the subject a degree of control over 

motivationally significant events. 

 

Instrumental learning yields instrumental behaviour that can in turn be classified in two types of 

behaviours: on the one hand, habitual behaviour, also termed stimulus-response behaviour, which 

relies on a procedural decision-making system; and, on the other hand, goal-directed, or action-

outcome, behaviour, which relies on a deliberative decision-making system  (Balleine and Dickinson, 

1998; Redish, 2013). Interestingly, this dissociation parallels the distinction between procedural and 

declarative memory systems that we treated in the previous chapter. 

 

Goal-directed behaviour is proactive and influenced by the mental representation of the goal. An 

action is said to be goal-directed when performance is mediated by the knowledge of the 

contingency between the action and the goal or outcome (Dickinson and Balleine, 1994). Goal-

directed behaviour is different from other forms of behaviours because it relies on the end state that 
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an operation should achieve, whereas it does not depend on the performance of a specific operation 

or procedure (Verschure et al., 2014). This is the class of behaviours we will mostly be interested in. 

In the instrumental learning framework, goal-directed behaviours rely on two subtypes of learning. 

The first is contingency learning, i.e. the acquisition of information about the relationship between 

the instrumental action and the reward. The second is incentive learning, in which the subject 

associates an incentive value to the reward (Dickinson and Balleine, 1994; Balleine and Dickinson, 

1998). Importantly, goal-directed behaviour relies on a representation of the goal (Verschure et al., 

2014). 

 

Goal revaluation (Dickinson, 1985) is a paradigm that is largely used to assess the goal-directed or 

habitual nature of behaviour. Most of the time, goal revaluation consists in outcome devaluation 

such as satiety devaluation, the same procedure than the one used in the previous chapter to assess 

ǘƘŜ ΨǿƘŀǘΩ ŎƻƳǇƻƴŜƴǘ ƻŦ ŜǇƛǎƻŘƛŎ-ƭƛƪŜ ƳŜƳƻǊȅ ƛƴ .ŀōō ŀƴŘ /ǊȅǎǘŀƭΩǎ ǎǘǳŘȅ όнллсŀύΦ Satiety 

devaluation consists in free-feeding a subject with a specific reward to selectively lower the value of 

this reward. Rats are often trained to press a lever to get a specific reward, and then they undergo 

reward devaluation. Those rats that are sensitive to devaluation tend to selectively decrease their 

performance when presented with the lever corresponding to the devalued reward. Rats showing 

this adaptive response are said to demonstrate goal-directed behaviour. Rats that do not adapt their 

policy, i.e. that continue to press the devaluated lever with similar performance than a non-devalued 

one, demonstrate habit behaviour (Balleine and Dickinson, 1991; Dickinson and Balleine, 1994). 

 

Using this paradigm, Corbit and Balleine (2000) studied the involvement of the hippocampus in goal-

directed behaviour. They first tested whether rats that were lesioned in the dorsal hippocampus 

would still demonstrate incentive learning. Lesioned rats were able to learn a lever-pressing task with 

similar performance than controls. Following satiety devaluation, their behaviour was still not 

different from controls: they selectively reduced their responding to the lever associated with the 

devalued reward (Fig. 13). Another task was used to assess contingency learning. After retraining the 

rats in the normal paradigm, the response-outcome contingency for one of the levers was degraded. 

This was done by delivering the same reward than the one obtained by pressing on the lever, but 

independently from lever pressing performance (i.e., with a given probability per second). In a choice 

test performed in extinction, control rats showed reduced pressing on the lever with degraded 

contingency, while hippocampal rats responded similarly to both levers (Fig. 14). These results 

suggest that the dorsal hippocampus does not seem to be involved in incentive learning, whereas it 

may be instrumental to contingency learning, i.e. assessing the causal relationship between an action 

and its outcome. 
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Fig. 13: Incentive learning in hippocampal rats. 
After specific devaluation of a type of food, both 
controls (right) and hippocampal-lesioned rats (left) 
selectively diminish the number of lever presses for 
the devalued reward in an extinction choice test. 
Ψ9ǊǊƻǊ ōŀǊǎΩ ǊŜǇǊŜǎŜƴǘ ǘƘŜ {95 ŦƻǊ ŜŀŎƘ ƎǊƻǳǇΦ 
Adapted from Corbit and Balleine, 2000. 

Fig. 14: No contingency learning in hippocampal 
rats. 
Contrary to controls (right), hippocampal rats (left) 
did not adapt their behaviour following contingency 
degradation. 
Ψ9ǊǊƻǊ ōŀǊǎΩ ǊŜǇǊŜǎŜƴǘ ǘƘŜ {95 ŦƻǊ ŜŀŎƘ ƎǊƻǳǇΦ 
Adapted from Corbit and Balleine, 2000. 

 
Importantly, in a follow-up study, Corbit and collaborators managed to reproduce both effects with 

similar, electrolytic lesions of the hippocampus. However, more selective NMDA lesions did not have 

any effect in the sensitivity to contingency degradation, i.e. hippocampal rats were not different from 

controls (Corbit et al., 2002). Indeed, electrolytic lesions can impair fibres of passage and this might 

be the cause of the observed deficit and of the discrepancy between the results from different types 

of lesions. Further tests based on chemical lesions (either of the subiculum or of the entorhinal 

cortex, which are output and input structures of the hippocampus, or of efferent fibres of the 

hippocampus) reproduced the previously observed hippocampal deficit. The authors concluded that 

the effects reported above (Corbit and Balleine, 2000) actually damaged these efferent fibres and 

that the hippocampus, contrary to the entorhinal cortex, might actually not be involved in 

contingency learning. The putative absence of hippocampal role in incentive learning seems clear, as 

the absence of effect of hippocampal lesions on sensitivity to devaluation was later reproduced 

(Reichelt et al., 2011). 

 

Finally, it might be worth mentioning that the distinction between stimulus-response and action-

outcome learning is also addressed by human decision-making scientists or computational scientists 

in terms of model-free versus model-based systems. A model-free system relies on learned values of 

situation-action associations; it is efficient but inflexible, because stored action values reflect past 

experience rather than current goals. Model-based systems, on the other hand, rely on internally 

generated expectations of action outcomes, are more computationally demanding but more flexible 

(van der Meer et al., 2010; Doll et al., 2014). 

 

2.3 Motivation  
 
In the spatial cognition domain, we usually focus on how a specific behaviour is performed and which 

mechanisms enable it. The reason why animals perform this behaviour is not the main point of 

studies. However, without motivation, rats would not complete spatial tasks. What does make a rat 

explore his environment and not simply stay still? Why do rats push on levers in instrumental training 
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tasks? Why would a rat want to find its way in a maze? The concept of motivation is central to these 

questions. 

 

First, one must make the distinction between general motivation (a behavioural state) and 

motivation for something (reason for engaging in a specific behaviour). The first notion of motivation 

is that of an all-purpose energy that can be directed towards some destination (Higgins, 2011). 

IƻǿŜǾŜǊΣ ǘƘŜ Ψŀƭƭ-ǇǳǊǇƻǎŜΩ ƛŘŜŀ Ŏŀƴ ōŜ ƳƛǎƭŜŀŘƛƴƎ ŀƴŘ IƛƎƎƛƴǎ ŦŀǾƻǳǊǎ ǘƘŜ ǎŜŎƻƴŘ ŘŜŦƛƴƛǘƛƻƴ ƻŦ 

motivation ŀǎ ΨǇǊŜŦŜǊŜƴŎŜǎ ŘƛǊŜŎǘƛƴƎ ŎƘƻƛŎŜǎΩΦ Lƴ ƻǘƘŜǊ ǿƻǊŘǎΣ ƳƻǘƛǾŀǘƛƻƴ ƛǎ ǘƘŜ ŦƻǊŎŜ ǘƘŀǘ ŘǊƛǾŜǎ 

actions (Hull, 1943; Redish, 2013). It enables i) to set the current goals of the organism and ii) to 

determine how hard one will work to attain these goals. It can be said to emanate from the need to 

reduce drives. Drives can be of two kinds: primary (innate, e.g., thirst, hunger, sex, curiosity, safety, 

or maintaining body temperature; Hull, 1943; Wise, 1987) or secondary (learned, e.g., money). Drives 

or needs must not be confounded with the goal itself. Drives work as an energizer of behaviour while 

goals direct this energy in a way that flexibly serves drives (Elliot and Church, 1997). A given drive 

(eat) can prompt the use of different goals (go to the restaurant or order a pizza) whereas different 

needs can prompt the use of the same goal. Drives can also directly affect behaviour without 

requiring the intermediary of a goal, which is the case for habitual behaviour (McClelland et al., 

1989). 

 

In spatial tasks, researchers usually rely on motivation for food and deprive animals so as to prioritise 

eating over other goals. Water deprivation is also used. However, for a subset of tasks such as the 

water maze, where the rat must escape out of a pool, no specific deprivation is needed: motivation 

to get out of the water is sufficient. Other tasks such as free exploration of objects do not need to 

bias natural motivations because they rely on spontaneous behaviour. 

 

2.4 Value  
 
Value is a central concept in decision-making, as it has a major impact on action selection. However, 

it can be applied to different parameters of decision-making, namely, outcome, goal, decision or 

action (Peters and Büchel, 2010). The outcome value refers to the value of a reward upon 

consumption. It is unrelated to the cost associated with getting the reward. Goal value does not 

include the costs either. Rather, it refers to the value of a stimulus in a more abstract currency than 

outcome value. As an example, in humans, it is evaluated by asking how much money one would be 

willing to spend in order to get a given reward. Goal and outcome value are highly correlated but are 

supposed to be represented differently. Decision value stands for the net value of a decision. It 

includes costs, which can be delays, effort, and perhaps distance in spatial tasks. Finally, action value 

refers to the pairing of an action with a particular type of value, whether outcome, goal or decision. 

Prior to choice, values are assigned to the available actions depending on the complexity of the 

decision context and these value actions are then compared in order to execute the action with the 

highest value. 

 

In a seminal series of studies, Schultz and collaborators (1997) shed light on the reward-related 

coding of dopaminergic neurons from the ventral tegmental area and the substantia nigra (Fig. 15). 
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An instrumental conditioning paradigm was used in which monkeys were trained to touch a lever 

following the appearance of a light in order to get a reward in the form of fruit juice. At first, 

dopaminergic neurons discharged following reward delivery. Once the monkey mastered the task 

and reached the lever as soon as the light was illuminated, the increased firing of dopaminergic 

neurons took place at the onset of light, and no more at reward delivery. Yet more interestingly, if 

the reward was not delivered at the predicted time, the neurons decreased their spontaneous firing. 

Thus, these dopaminergic neurons did not only code for the reward itself but rather for an error of 

prediction in the reward, i.e., a difference between the expected reward and the real outcome, 

increasing their firing if the obtained reward was higher than expected and decreasing firing when 

the outcome was less valuable than expected. Such prediction error signal is a major actor of 

decision-making models as it enables to update the expected value of a goal and then influences 

action selection (Sutton and Barto, 1998). 

 

 

Fig. 15: Reward prediction error coding of a 
dopaminergic neuron. 
For each inset, the upper plot represents the 
cumulated firing of the neuron with respect to time, 
where firing is aligned with either reward 
occurrence (R) or light onset (CS). Each line under 
this histogram stands for the firing of the neuron 
during one trial (raster plot, where each dot is a 
spike).  
Top:  after learning, when no light predicts the 
reward, the neuron discharges at the (unpredicted) 
occurrence of reward. 
Middle: when the light predicts the reward, the 
neuron discharges just after light onset and no more 
at reward occurrence. 
Bottom: after learning, if no reward is delivered, the 
firing is depressed at the expected time of 
occurrence of reward. 
From Schultz et al., 1997. 

 
Value-related signals of different types were also found in the ventral tegmental area of rats (Roesch 

et al., 2007) and the dopaminergic and noradrenergic neurons of monkeys (Tobler et al., 2005; 

Bouret et al., 2012). Neural representations of different categories of value can be found in the 

activity of neurons from several other brain regions. In particular, the dorsal striatum (a structure of 

the basal ganglia) and the orbitofrontal cortex (a portion of the frontal cortex) both contain neurons 

that seem to represent certain types of value, in rats (in the striatum: Bissonette et al., 2013, Lavoie 

and Mizumori, 1994; Kim et al., 2009; Roesch et al., 2009; Howe et al., 2013; in the orbitofrontal 

cortex:  Sul et al., 2010) and primates (in the striatum: Yamada et al., 2013; in the orbitofrontal 

cortex: Padoa-Schioppa, 2007). As far as the hippocampus is concerned, its involvement in goal value 

coding is, to date, controversial, as some studies have not found any value-related signal (e.g., 

Tabuchi et al., 2003) but a recent study found such correlates in a subset of hippocampal neurons 

(Lee, Ghim, et al., 2012). The issue of representation of goal value in the hippocampus is one of the 
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main questions of our work and will be addressed in Sec. 5.4.3 (p. 105) and in the experimental part 

(Sec. 8.3, p.165).  

 

In contrast to value, which is usually assessed on a quantitative scale, valence is qualitative. It is the 

motivational direction of an object and it can be either positive, triggering attraction, or negative and 

causing repulsion (Higgins, 2011).  The qualitative aspect of valence does not mean it is all or none: a 

stimulus can have high or low, positive or negative valence. 

 

2.5 The exploration / exploitation ratio 
 

In models of decision-making, a frequent way to describe the behaviour of subjects confronted to 

choice is the exploration / exploitation ratio. It refers to the balance between choices that allow 

gathering new information about the environment and choices that exploit the already acquired 

knowledge to maximise the outcome. Exploitation allows to maximise the expected reward on a 

short timescale, but exploration might be more rewarding on the long term (Sutton and Barto, 1998).  

The exploration / exploitation ratio of subjects can be assessed in tasks such as the n-armed bandit 

task, where n actions are possible, each leading to a given reward (Sutton and Barto, 1998; Daw et 

al., 2006). Since this ratio can be quantitatively measured in humans as well as nonhumans, it is a 

proper tool to compare results across species and possibly gain insight into the neural bases of inter-

individual differences in decision-making. This ratio can be modulated by multiple parameters such 

as stress or satiety (Luksys and Sandi, 2011).  For example, a higher level of satiety would induce a 

more exploitative behaviour (see Inglis et al., 2001, for a modelling approach). 

 

2.6 Vicarious trial-and-error as a marker of deliberation? 
 

Few behavioural correlates of decision-making are accessible in the rat. Vicarious trial-and-error, or 

VTE, is thought to be one of them. Muenzinger (1938) and Tolman (Tolman, 1938, 1939) first referred 

to VTE as a conflict-like behaviour expressed at choice points, consisting in head movements oriented 

towards potential options. Tolman (1939) observed that rats produced more VTE when confronted to 

more difficult problems, in his case, colour discrimination between a white door and either a black, 

medium grey, or light grey door. The hardest the discrimination, the more rats showed a VTE 

behaviour. 

 

A few studies tried to confirm this link between VTE and problem complexity, as well as the link 

between VTE and hippocampus. VTE behaviours decrease in hippocampal rats, which learn a 

discrimination task more slowly than controls (Hu and Amsel, 1995). Moreover, on hippocampus-

dependent tasks, the amount of VTE is correlated with improved performance and with hippocampal 

activity, as measured by cytochrome oxydase, an index of neuronal metabolic activity (Hu et al., 

2006). We will indeed see that neural activity corroborates the hypothesis of VTE as a marker of 

deliberation over potential options, materialised as paths in spatial tasks (Sec.5.3.3.2, p.96). 

 



2.7 ς Conclusion: decision-making in spatial behaviour 

 

30 
 

2.7 Conclusion: decision-making in spatial behaviour 
 

Applied to spatial behaviour, at least two different levels of decision-making can be determined: first, 

when an animal enters an environment, it is confronted to the exploration / exploitation dilemma; it 

can either explore to gather knowledge, or exploit, provided it already knows where to find reward in 

ǘƘŜ ŜƴǾƛǊƻƴƳŜƴǘΦ {ŜŎƻƴŘΣ ƛŦ ǘƘŜ ŀƴƛƳŀƭ ΨŎƘƻǎŜΩ όǇŜǊƘŀǇǎ ƛƴ ŀƴ ƛƳǇƭƛŎƛǘ ƳŀƴƴŜǊύ ǘƻ ŜȄǇƭoit, it must 

decide which set of rules to follow ǎƻ ŀǎ ǘƻ ŀǘǘŀƛƴ ǘƘŜ Ǝƻŀƭ όǘŜǊƳŜŘ ΨǇƻƭƛŎȅΩ ƛƴ ǘƘŜ ǊŜƛƴŦƻǊŎŜƳŜƴǘ 

learning framework). In the spatial cognition domain, these different policies can be said to 

correspond to the possible navigation strategies that a subject can use. Different navigation 

strategies rely on different neural systems. Moreover, as we will see in Chapter 3, a parallel can be 

drawn between navigation strategies and decision-making systems, i.e., habitual versus goal-directed 

behaviour. 

 

In addition to the exploration / exploitation dilemma, other parameters can influence decision-

making in spatial tasks. The value of the expected outcome associated to a given goal is important in 

the computation of goal value and in the final selection of a goal. Space can also be a parameter 

involved in the computation of the action value in the form of a cost. If two spatial goals are 

available, but one is farther away, the subject will be more likely to choose the closest goal, all else 

being equal. Spatial cost is not only about distance: it can also be implemented under the form of 

obstacles that require climbing (e.g., Hillman and Bilkey, 2010).  

 

In the next chapter, we will focus on spatial cognition, a domain that combines memory ς in the form 

of spatial memory, or memory of the task ς and decision-making ς in the form of navigation 

strategies. Moreover, spatial cognition allows for evaluating the whole perception ς action loop, by 

assessing which type of information is used by animals to navigate, and how different neural systems 

can use this information to select the action. 
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Chapter 3 ς Spatial cognition 
 
 

3.1 Perception of space 
 
Space is a notion to which we are confronted daily. However, as an abstract concept, it is quite hard 

to define. From the Encyclopaedia Britannica, space is the boundless three-dimensional extent in 

which objects and events occur and have relative position and direction. One does not ΨdirectlyΩ 

ǇŜǊŎŜƛǾŜ ǎǇŀŎŜΤ ƛǘ ƛǎ ƳǳŎƘ ŜŀǎƛŜǊ ǘƻ ŎƻƴǎƛŘŜǊ ǘƘŜ ƻōƧŜŎǘǎ ǿƛǘƘƛƴ ǎǇŀŎŜΣ ƻǊ ƻƴŜΩǎ ƳƻǾŜƳŜƴǘ ǘƘǊƻǳƎƘ 

space, than absolute space by itself. Without going into the debate of the existence of absolute space 

and whether the perception of space is innate or learned (issues detailed in the introduction of 

hΩYŜŜŦŜ ŀƴŘ bŀŘŜƭΣ мфтуύΣ we will focus on those parameters of space suited to self-localise and 

navigate, and on what sensory channels convey this spatial information.  

 

3.1.1 Types of sensory information 
 

To perceive space, animals need to interact with their environment. Information gathered through 

this interaction flows through different sensory channels and is generally classified as either 

idiothetic or allothetic. Idiothetic inputs correspond to self-motion related signals, i.e. generated by 

ƻƴŜΩǎ ƳƻǾŜƳŜƴǘΦ Lǘ ŜƴŎƻƳǇŀǎǎŜǎ ǾŜǎǘƛōǳƭŀǊΣ proprioceptive, motor command efferent copies, and 

sensory (e.g., optic) flow information. Allothetic cues inform about the external environment and 

can be conveyed through visual, olfactory, auditory, and somatosensory channels (Arleo and Rondi-

Reig, 2007). A given sensory modality can provide both types of information: for example, vision can 

transmit allothetic information about static environmental landmarks as well as idiothetic cues 

through the optic flow generated during self-motion. 

 

Idiothetic signals are always available (e.g., even in darkness) and are sometimes sufficient for an 

animal to estimate distance and orientation parameters. In the example given in Fig. 16, rats were 

moving around a circular table-top in either light or complete darkness conditions (Wallace & 

Whishaw, 2004). Although their speed was lower in the dark, rats managed to head to their 

departure point with a precise direction in both conditions. In addition, rats demonstrated 

knowledge of the distance to the goal, as their speed significantly decreased at the midpoint of the 

homeward trip, regardless of the length of the trip. In this case, both direction and distance 

controlled the trajectory, independently from the availability of allothetic information (Wallace & 

Whishaw, 2004). The ability of animals to keep constant track of their position with respect to a 

departure point is termed path integration and will be detailed in the section dedicated to 

navigation strategies (Sec.3.2.2, p.39). 
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Fig. 16: Knowledge of distance and 
direction in homing behaviour. 
Velocity (left) and path (right) are indicated 
for outward and return trajectories with 
respect to a departure point (square) either 
in light (top) or dark (bottom) conditions. 
Note the precise occurrence of peak 
velocity at the middle of the return path, 
even in darkness, indicating knowledge of 
direction and distance to the goal. 
From Sutherland and Hamilton, 2004, 
originally adapted from Wallace and 
Whishaw, 2004. 

 

 

Although rats are able to use idiothetic signals to navigate, they usually rely heavily on allothetic cues 

when available. In general, the visual modality is the most used but olfactory and tactile signals can 

also help localisation. Indeed, these other sources of information can improve performance when 

visual cues are less salient (e.g., olfactory-based navigation in the dark, Lavenex and Schenk, 1998; 

cooperation of olfactory and vision, Rossier and Schenk, 2003; auditory cues, Rossier et al., 2000; see 

Jacob, 2014 for a recent review). However, landmarks can be unstable and allothetic cues might 

sometimes not be sufficient to disambiguate two similar environments (such a situation is probably 

more likely to happen in laboratory conditions). In natural situations, animals combine allothetic and 

idiothetic signals to navigate, depending on the reliability of the available cues, a process named 

multisensory integration (Arleo and Rondi-Reig, 2007). 

 

3.1.2 Multisensory integration 
 

To assess the relative contribution of each type of information to self-localisation, a common 

paradigm consists in causing a conflict between different sensory sources. For instance, in the 

experiment by Etienne and collaborators (1990), hamsters first learned to go from their nest to a 

feeder located in the middle of a circular arena, of diameter 220 cm, by following a baited spoon 

directed by the experimenter. Once there, the hamsters filled in their cheek pouches with food and 

came back to the nest (Fig. 17 A). During training, a light spot was presented at the opposite side of 

the nest. During the test, this visual cue was rotated by either 90° or 180°. If hamsters relied on 

idiothetic cues only, they would still directly return to their nest. If they relied on the visual cue only, 

they would aim at the spotlight. What happened is that they did neither one nor the other, but they 

seemed to combine visual and allothetic cues (as their final position was intermediary between the 

one indicated by self-motion cues and the one deduced from the visual cue). Interestingly, the 

deviation from the actual nest position was not proportional to the rotation of the visual cue: the 

highest deviation was obtained for the 90° rotation (Fig. 17 B & C). In this condition, the visual cue 

was given a larger weight than idiothetic cues for the estimation of position. Under the 180° rotation 

condition, conversely, the main source of information used to perform homing came from self-
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motion signals, as the final position of the hamsters was closer to their nest. Thus, navigation relies 

on a weighted multisensory integration process, in which cues contribute roughly in proportion of 

the confidence that can be attributed to them. 

 

A B C 

 
Fig. 17: Hamsters perform multisensory integration. 
The homing vector represents the mean return trajectory performed by a population of hamsters. 
Adapted from Arleo and Rondi-Reig, 2007; originally adapted from Etienne and Jeffery, 2004. 

 
Other species, such as ants for example, can also associate idiothetic (odometry) and allothetic 

(polarisation pattern of natural light) information to return to their departure point after an outward 

trip (Wehner, 2003). There are several other examples suggesting that animals (both humans and 

nonhumans) perform multisensory integration to navigate, by combining either allothetic and 

idiothetic cues or sensory sources within a single type (Berthoz and Viaud-Delmon, 1999; Rossier et 

al., 2000; Etienne and Jeffery, 2004; Arleo and Rondi-Reig, 2007). There is a general preference for 

more precise sensory sources such as vision over olfactory or self-motion cues (Maaswinkel and 

Whishaw, 1999). 

 

Concerning the visual modality ς the most studied one ς this integration is performed according to 

the relative reliability that can be attributed to each set of cues: rats will only use a given set of visual 

cues for navigation if they are stable, at least relative to other cues (Biegler and Morris, 1993; Biegler, 

1996). Visual cues are often separated in proximal versus distal cues. According to Knierim and 

Hamilton (2011), distal cues are the ones present on the walls of the laboratory or otherwise 

removed from the behavioural apparatus, whereas proximal cues are part of the apparatus itself. 

Although this definition focuses on laboratory environments, it has the advantage of clarity. Distal 

cues are the ones most preponderantly used for navigation, but the importance of proximal cues 

must not be neglected. More precisely, distal cues seem important to provide a general sense of 

direction to the navigating subject while proximal cues are used to specify precise locations (Knierim 

and Hamilton, 2011). We note, however, that the frontier between proximal and distal cues can be 

blurry when one tries to generalise to natural environments. Some authors consider proximal (or 
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local) cues as being items that are concurrent with the goal position (Morris, 1981). In this sense, 

cues on the walls of the experimental apparatus, such as a cue card, would be considered distal.  

 

Rodents can perform navigation using a combination of allothetic and idiothetic information, in a 

flexible manner, since the relative importance given to sensory sources depends on their availability 

and reliability. Thus, one of the essential characteristics of a neural correlate of spatial 

representation, if it exists, should be to result from multisensory integration and to rely on stable 

cues.  

 

3.1.3 The importance of geometry 
 

An environment is said to be anisotropic if it has different properties according to the direction, as a 

rectangle, and unlike circular arenas. Experimental evidence points towards the fact that the 

geometry of anisotropic environments can be used for navigation. The geometrical arrangement of 

items can also be used as an orienting cue. Cheng (1986) postulated the existence of a brain module 

dedicated to geometry that would be impenetrable to information about local features. He trained 

rats to locate food in the corner of a rectangular environment (see Fig. 18). The walls of the 

environment had distinctive colours, odours and texture. However, when disoriented before being 

put back in the environment, rats often made rotational errors, i.e., they searched for food in the 

opposite corner compared to where the food was actually located. These errors were almost as 

numerous as correct responses. Thus, geometrical cues (shape and distance properties) seemed to 

dominate over feature-related cues (such as odour, colour, or texture). The author proposed that this 

behaviour could be explained by the existence of an encapsulated geometric module in the brain. 

The encapsulated nature of this putative brain process means that it would represent the surface 

geometry of the environment in a totally independent manner with respect to other information.  

 

 

 
Fig. 18: Geometrically ambiguous apparatus 
The panels at each corner of the rectangular 
apparatus have different visual, tactile and 
olfactory characteristics. The filled circle stands 
for the location of the hidden food. On 
geometry grounds alone, the open circle 
(wrong location) cannot be distinguished from 
the true goal location. In this task, disoriented 
rats showed high rates of search both at the 
correct and the rotationally equivalent location. 
From Cheng, 1986. 

 

The geometric module proposal arose the interest for the encoding of geometry by animals (humans 

and nonhumans). Arguments were brought to support the idea that geometry information was 

indeed preferably used for navigation over the specific features of individual objects (Gallistel, 1990, 

Hermer and Spelke, 1996 in young children, Benhamou and Poucet, 1998 in rats). Others argued 

against the specific existence of a geometric module, stating that snapshot views could explain the 

results (Cheng himself, 2008; Sheynikhovich et al., 2009). The original hypothesis had to be revised, 

stating that, on the one hand, a geometric system could be used by an animal to specify its position 
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(and orientation) and, on the other hand, landmarks and patterns were used to locate items such as 

a goal (Lee and Spelke, 2010). Moreover, the configuration of an array of items can also be used if it 

helps polarising the environment. A recent study tested the ability of mice to navigate using either 

specific items features or the geometric arrangement of these items (Fellini and Morellini, 2011). The 

authors concluded that mice could use the geometrical arrangement of cues if it was non ambiguous. 

However, if mice could only rely on the features of particular cues, they were impaired. This had 

previously been demonstrated in the rat (Benhamou and Poucet, 1998).  

 

Overall, geometric information seems to be used as a backup system after disorientation, or if it is 

the most salient cue that enables to polarise the environment (Burgess, 2006; Knight et al., 2011). 

IƻǿŜǾŜǊΣ ǘƘŜ ΨƎŜƻƳŜǘǊƛŎ ƳƻŘǳƭŜΩ ǿƻǳƭŘ ƴƻǘ ōŜ ǎǘǊƛŎǘƭȅ ŜƴŎŀǇǎǳƭŀǘŜŘ ŀǎ ŀƴƛƳŀƭǎ Ŏŀƴ ŎƻƳōine both 

geometry and featural cues when not disoriented (Maurer and Derivaz, 2000). Anisotropic geometry 

of the room, the experimental apparatus, or the arrangement of cues can be used for localisation. 

Actually, what Cheng called geometry might be related to landmarks configuration in natural 

environments (Benhamou and Poucet, 1998; Skov-Rackette and Shettleworth, 2005; Sutton, 2009). 

Distal landmarks change relatively little as an animal moves and thus provide an orienting 

framework. Proximal cues, on the contrary, are more prone to instability ǿƛǘƘ ǊŜǎǇŜŎǘ ǘƻ ǘƘŜ ŀƴƛƳŀƭǎΩ 

motion and might be encoded in a different way (Poucet, 1993; Skov-Rackette and Shettleworth, 

2005). Nowadays, the importance of boundaries of an environment has found echoes in the neural 

activity of neurons, as we will see in Chapter 4 (Sec. 4.2.3, p. 64; Burgess, 2008). 

 

Lesion studies showed that the hippocampus might be involved in shape-based navigation 

(McGregor et al., 2004), in particular, evaluating that a goal is at a certain direction and distance from 

a boundary (Horne et al., 2010). 

 

3.1.4 Spatial reference frames 
 

Lǘ ƛǎ ŎƻƳƳƻƴƭȅ ŀŎŎŜǇǘŜŘ ǘƘŀǘ ǎǇŀŎŜΣ ƻǊ ƻƴŜΩǎ ǇƻǎƛǘƛƻƴΣ ƻǊ ŜȄǘŜǊƴŀƭ ǿƻǊƭŘ ƛǘems, can be represented in 

two different manners:  in an egocentric framework, i.e., with respect to the subject, and/or in an 

allocentric framework, i.e., with respect to an element of the external world, for example, the 

magnetic north, or a distal landmark (Arleo et Rondi-Reig, 2007; Burgess, 2008; Hartley et al., 2014). 

Manipulations of different parameters (such as departure position in a maze) can help determine 

which reference frame is used. Notably, it was shown that rats are able to use different spatial 

reference frames simultaneously (Fenton et al., 1998; Sutherland and Hamilton, 2004). 

 

3.2 Navigation strategies 
 
A navigation strategy can be defined by a set of rules to follow when in a given situation in order to 

reach a spatial goal. Navigation strategies can involve spatial information processing of different 

degrees of flexibility and complexity. For example, turning left at the green sign is a response strategy 

whereas going to a specific place defined by its relationships with surrounding cues is a place 

strategy. There are different, but similar, ways to categorize strategies (e.g., hΩYŜŜŦŜ ŀƴŘ bŀŘŜƭΣ 

1978; Gallistel, 1990; Redish, 1999). The one we will rely on is presented on Fig. 19 (Arleo and Rondi-

Reig, 2007).  
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To these navigation strategies, we will add exploration and the path integration strategy.  

 

 
 

Fig. 19: Taxonomy of spatial navigation strategies. 
From Arleo & Rondi-Reig, 2007. 

 
3.2.1 The importance of exploration 
 
One of the first things that rodents will tend to do when confronted with novelty is to explore the 

source of novelty. This behaviour consists in moving towards unknown places or objects and 

collecting different types of information from several sensory modalities, for example, visual 

(through rearing), olfactory (via sniffing) or tactile (using whisker contact). Exploratory behaviour 

diminishes with habituation, albeit in different ways depending on species (Poucet et al., 1988). 

Interestingly, this diminution seems to depend on the integrity of the hippocampus (Roberts et al., 

1962; Leaton, 1965; Save et al, 1992). The cerebellum seems also involved in exploratory behaviour 

(Caston et al., 1998). Exploration is fundamental in spatial cognition as it would be used to gain 

spatial knowledge and build representations of environments όtƻǳŎŜǘ Ŝǘ ŀƭΣ мфусΤ hΩYŜŜŦŜ ŀƴŘ bŀdel, 

1978). It is a form of latent learning, which refers to the acquisition of knowledge occurring in the 

absence of explicit reward and without generally observable changes in behavioural performance 

(Johnson and Crowe, 2009). 

 

3.2.1.1 Organisation of exploration 
 

Whether it is a new environment, a new object in a well-known environment (Save et al, 1992), the 

new spatial arrangement of objects (Wilz and Bolton, 1971, Save et al, 1992), or even a change in the 

topology5 of an environment (Alvernhe et al., 2012), many types of perceptible novelty will trigger 

exploration. This will be the case even in a paradigm where a specific task must be performed and 

can sometimes interfere with the interpretation of results. It seems that novelty detection acts on 

the current goal of the animal, prioritising the gathering of new knowledge over feeding or other 

                                                             
5
  The topology concerns, basically, the connectivity between different places in an environment. 
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behaviours. In the decision-making framework, the simplest way to model exploration (in the 

exploration / exploitation ratio sense, see Sec. 2.5, p. 29) is to randomly choose between available 

choices (but see Arleo and Gerstner, 2000, for a different approach). However, behavioural studies 

demonstrate that it is actually quite organised (Avni et al., 2006; Fonio et al., 2009) while still 

enabling the expression of inter-individual differences (e.g., Guillette et al., 2009). Basically, when 

exploring a new environment for the first time, a rodent will make excursions from its departure 

point to unexplored parts of its environment, most often following the borders, and regularly 

ǊŜǘǳǊƴƛƴƎ ǘƻ ŀ ǇƭŀŎŜ ǘŜǊƳŜŘ ΨƘƻƳŜ ōŀǎŜΩ ό9ƛƭŀƳ ϧ DƻƭŀƴƛΣ мфуфΤ DƻƭŀƴƛΣ мффоΤ 5Ǌŀƛ Ŝǘ ŀƭΦΣ нлллύΦ ¢ƘŜ 

home base is operationally defined as the place where an animal spends a disproportionate period 

of its time and from which it makes excursions (Whishaw et al., 2006). There can be several home 

bases. Specific behaviours such as rearing or grooming are more likely to occur at the home base 

(Eilam and Golani, 1989). The home base is usually the place where the animal was first released in 

the environment, above all if close to salient cues (Nemati and Whishaw, 2007), but not if it does not 

provide sufficient shelter (Whishaw et al., 2006). Whishaw and collaborators observed ǊŀǘΩǎ 

observation in wide environments such as a parking lot. They suggested that exploration would 

mainly serve to optimise safety. Exploration has similar patterns in the absence of visual cues: in the 

dark, rats placed in a new environment will still organise their displacements around a chosen home 

base. Their displacements show invariant characteristics, e.g., a dissociation between the outward 

trajectory and return trajectory (Wallace et al., 2006). 

 

More recently, a thorough characterization of mice exploratory behaviour was performed by Fonio 

and collaborators (2009). They demonstrated that exploration of a new and large circular arena could 

be broken up in several behavioural patterns, the order of which was highly reproducible among 

individuals. These behavioural patterns progressively involve increasing spatial dimensions (see Fig. 

20). In summary, mice first make short back and forth trips (1-D) from their home base following the 

wall. Once they complete a full turn, they begin making small incursions inside the environment (2-D) 

that progressively become independent from the home base. They end up performing jumping 

movements (3-D). 

 

 
 

Exploration time 
Fig. 20: Free exploration sequence in mice. 
Developmental sequence of free exploration across a 3 h period in a 2.5 m diameter arena. The black dot 
indicates the home-cage (here chosen as a home base by the mouse) and red lines indicate mouse trajectories 
(yellow stands for the return trip in home-related shuttle). This order of exploratory behaviours is highly 
reproducible from individual to individual. The data if from the neophobic strain of mouse (BALB/c) but the 
classic C57BL/6 strain mice show similar exploration patterns, albeit with more inter-individual variability. 
Adapted from Fonio et al., 2009. 

 
The authors highlighted the fact that in their experiment, exploration was free: the departure point 

of exploration trips was the home cage of the mouse, where ad libitum water and food was provided, 
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and the time left for exploration was quite long (45h in total). In usual rodent experiments, 

exploration is forced and constrained in time and space, which might explain why the full pattern of 

exploratory behaviour is not usually observed. The importance of environmental limits (and probably 

geometrical information) is evidenced by the necessity for the mice to first entirely explore the 

borders before performing incursions towards the centre. In addition to providing shelter, borders 

and geometrical layout, as seen previously, probably serve as anchorage points to build the map of 

an environment.  

 
3.2.1.2 Object exploration 

 

As previously mentioned in Chapter 1, the spontaneous exploration of objects can be seen as 

another proof that nonhuman animals most certainly memorise and manipulate representations of 

space and objects in space (e.g., Thinus-Blanc et al., 1987 in hamsters; Ennaceur and Delacour, 1988 

in rats). Indeed, the selective exploration of new objects in a known environment can only be 

possible if one has stored the arrangement of objects in this environment and is able to compare the 

current layout with the memorised representation. Many studies rely on spontaneous exploration to 

assess the memory for the nature or the position of objectsΣ ǿƘƛŎƘ ǊŜƭŀǘŜǎ ǘƻ ǘƘŜ ΨǿƘŀǘΩ ƻǊ ΨǿƘŜǊŜΩ 

aspects of episodic-like memory (Dere et al., 2005; Eacott et al., 2005). The hippocampus appears to 

be involved in processing spatial memory in the case of object exploration (Save et al., 1992).  

 

3.2.1.3 Link between exploration and performance 
 
Interestingly, Olton and collaborators showed the importance of exploration όŀƭǎƻ ǘŜǊƳŜŘ ΨshapingΩ 

in that context) prior to testing. Rats that were not given the opportunity to explore a radial arm 

maze before testing did not perform better than chance in the task (Olton et al., 1977).  

 
Exploration, even in the absence of food, or pre-exposure, seems necessary for proper performance 

in navigation tasks (Olton et al., 1977; Ellen et al., 1982; Sutherland et al., 1987; Chai and White, 

2004; and Hamilton et al., 2002 for studies with comparable results in the rat and human). As an 

example, Chai and White tested rats in their ability to discriminate neighbouring locations in a radial 

arm maze (Chai and White, 2004). In this task, rats were confined to a specific arm of the maze, 

where they could either find food or not. When later tested with a free choice between adjacent 

arms that include the food-paired arm, rats demonstrated preference for this arm only if previously 

exposed to the entire maze (Chai and White, 2004; Gaskin et al., 2005). In the other case, it seems 

that the knowledge acquired when restrained in an arm was not sufficient to build a representation 

of the environment and of the spatial configurations of the maze arms. Interestingly, if the dorsal 

hippocampus of rats was temporarily inactivated during the pre-exploration phase, learning was not 

impaired, which seems to be in opposition with the current view that the hippocampus is needed to 

build the spatial representation of the environment. The authors postulated that the learning 

performed during exploration might be supported by extra-hippocampal, cortical, structures. 

Another interpretation could be that the remaining hippocampus was sufficient to learn the 

structure of the environment (see Moser et al., 1995). 
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Consistently with a role for exploration in building a representation of space, in complex 

environments, exploration is not homogeneous: rats spend more time exploring the topologically 

relevant parts of a maze (i.e., the intersections), probably reflecting encoding of information on the 

connectivity layout of the environment (Poucet and Herrmann, 2001; Alvernhe et al., 2012). 

 
3.2.2 Path integration  
 

Path integration is the ability of an animal to integrate its own translations and rotations along 

navigation in order to maintain an estimate of its position relative to a departure point. This 

mechanism is schematically illustrated in Fig. 21. Contrary to path reversal (see Fig. 22), path 

integration enables the animal to create a return vector that provides the shortest path to a 

departure point. This return vector, which is also called homing vector when the departure point is a 

home base, will be straight even if the outward trip was tortuous. The path integration strategy is 

used when an animal relies on the path integration mechanism to navigate. 

 

 
 

 

 
 

Fig. 21: Path integration. 
Path integration from B to A after an indirect trajectory from A to 
B. S1-3 represent the length of segments 1 to 3 of the outbound 
ƧƻǳǊƴŜȅΤ ˒1-3 represent the corresponding head direction. Path 
integration consists in summing the displacement vectors in 
order to produce a direct return trajectory. 
Adapted from McNaughton et al., 2006, which was adapted from 
Mittelstaedt and Mittelstaedt, 1982. 

 Fig. 22: Path reversal and path 
integration. 
Illustration of the difference between 
the indirect trajectory produced by 
path reversal (dotted line) and the 
homing vector resulting from path 
integration (dashed line) after a 
trajectory from A to B (full line).  
From Arleo and Rondi-Reig, 2007. 

 
Path integration is thought to play a role in homing behaviour, when an animal must go back to a 

departure point after some time. It can be used in the absence of allothetic signals. However, 

because the path integration process is cumulative, errors in the position estimate are bound to 

accumulate (Etienne and Jeffery, 2004). An example is provided in Fig. 23. It sums up results from 

experiments using subjects from different species. All of them were required to navigate without 

allothetic cues from a departure point. All species, including humans, demonstrated an error in the 

homing vector. 
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 Spiders Hamsters Humans  

 

Fig. 23: Errors in idiothetic-based navigation. 
Subjects from three different species had to follow a fixed path from S to P indicated by the full line, then, 
attempt to return to S on their own. All three species were deprived of visual, auditory, olfactory and tactile 
spatial references from the environment throughout the excursion. The heavy arrows (for spiders and 
hamsters) indicate the direction of return when the subject was at a standard distance from P. The heavy line 
with a dot (humans) indicates the return vector. Numbers indicate relative distances. 
Adapted from Etienne and Jeffery, 2004. 
 

Path exploration can also be used without prior knowledge on the environment, as is the case during 

exploration. It would be the mechanism supporting the direct trips back to the home base (Wallace 

et al., 2006, see Fig. 16, p. 32). Such return trips could be used to correct the accumulated error by 

recalibrating the self-localisation system (Etienne and Jeffery, 2004). Path integration is believed to 

work automatically and continuously and to depend on hardwired rules of information processing 

(Etienne and Jeffery, 2004). It can be expressed by a variety of species, including rats, mice, ants and 

hamsters (Elduayen and Save, 2014; Etienne and Jeffery, 2004; Müller and Wehner, 1988).   

 
3.2.2.1 Which definition for path integration? 

 
It is often implicitly assumed that path integration only relies on idiothetic cues. However, it is 

possible to use allothetic information to update (i.e., adjust) or recalibrate (i.e., reinitialise) the 

estimation of position. Actually, as mentioned by Poucet and collaborators (2014) and others (Fenton 

et al., 1998), the term path integration is used under two different meanings in the literature: 

i. the ability of an animal to compute, step by step, the sum of a sequence of displacement vectors 

from a departure point so that a return vector can be computed at any time, enabling a direct 

return to the departure point; or 

ii. ŀƴȅ ŦƻǊƳ ƻŦ ƴŀǾƛƎŀǘƛƻƴ ƛƴ ǿƘƛŎƘ ǘƘŜ ŀƴƛƳŀƭΩǎ ƭƻŎŀǘƛƻƴ ƛǎ ǳǇŘŀǘŜŘ ƻƴ ǘƘŜ ōŀǎƛǎ ƻŦ ǎŜƭŦ-motion 

information alone. 

The first definition emphasises the way the position is computed (by using geometric summation of 

displacement vectors) without excluding that path integration could rely on other cues than purely 

idiothetic ones. The second definition stresses the fact that the navigating animal uses only idiothetic 

signals to navigate, but the way position is computed does not matter. As previously stated, we 

adopted the first definition of path integration. 

 

3.2.2.2 Role of the hippocampus in path integration 
 

There seems to be a debate around the neural bases of the path integration based strategy. We note 

that this might be related to the above-mentioned differences in definition. In particular, the 


