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Abstract

In humans, the hippocampus a brain structure known for its role in episodic memory. In tis,
structure is mostly studied for itgpossiblerole in spatialcognition Indeed, the hippocampusds
thought to endow an animal with the abilityto locate itself andlearn the spatial relationships
between relevant elements of the environmernithe hippocampsi isespecially involved in flexible
navigation towards a non directly visible goat the cellular level,ie role of the hippocampus in
AL GAFE O23ayAGA2Yy A& Ayaill ydubrsthiabfiRe whedthelafiBalisS E A & (i Sy
at a partizlar location intheSy @A NRY YSy (> OF f € SR ( KrBposed b be& FA ST |
neural support fora flexible representation of space which could underlie spatial meniarghe
course of navigation, both spatial memory and decigimaking pocesses are combined to direct
behaviour, in particular, select a goal, plan a trajectory, and @etcicstop upon arrival at the goal
The hippocampuis known to communicate anatomically and functidiy with structures involved in
decisionmaking such as the ventral tegmental areathe prefrontal cortex and the striatum.
However, the nature of thénteraction between these stratures is still being elucidatedRecently, a
possible link between the hippocampal spatial representation and deeisiated processes was
discovered, in the form of aextrafield dischargeof CA1 place celishile arat is waiting for reward
delivery in an uncued goal zone.K A al-N¥ 8 2 i S RsQggest® thdt e hippocampus unties
a representation of goalddowever, the nature of thigepresentation is the subject of multiple
hypotheses and its role remains unclear.

The objective othis thesiswas toaddress tle fundamentd issueof the goal representation
in the hippocampusin order to better understandvhat could be the nature of the interplay
between the spatial and the decisignaking circuits of the brainn particular,we asked whether
the goatrelated activity of place cellss modulated by the spatiabr the motivational characteristics
of the goal.We designed a tasthat allowsa ratto freely choo® between two spatial goalsAn
important aspect of this task is that thelueof goalscan be modified by changinbe magnitude of
the reward associated tahem. We performed gtracellularunit recordings of dorsal hippocampal
neuronsin rats trained in this duajoal task The kehaviouralresultsthat we obtained showedthat
rats were not only able to remember thedation ofeach goal but that they alsooptimised their
behaviour by flexibly adapting their choices to variations in goal galtree analysis of neural activity
during this tasldemonstratedthat hippocampal place cells froboth CAland CA3expressed a goal
related activity with a specific temporal profile. Surprisingly, this -gelted activity was also
SELINBaaSR o0& | I NBS LINP WRidIGA Boyhaveafpladeddieid inviieR | £ W&
environment The combinedyoalrelated activity of both place and silent celtsould mediate a
different but complementary coding scheme than tbae exhibited by the place fieklof pyramidal
cells.In addition, the results revealed that the maileterminant of the goadrelated firingis the
spatial aspect of the goasince it was predominantly expressed in one of the two goal zones, thus
indicating sptial discrimination Complementing these resultshe population activity at thegoal
wasindependent fromboth the goal value and the behaweal choices of rats.

Overall, he presentresultsallowedusto gain some insight intthe possible contributions of
the rat dorsal hippocampu® the representation of goaldVe suggest that thédippocampus would
extract relevant information about theagl, in particular, its spatial characteristies\d createa goal
representation independent from motivational aspects. Such a representation might be used in the
course of navigation to recognise the match between the stored representation and the turren
inputs, sending a confirmation signal upon arrival at the goal that could contribute to the detmsion
terminate navigation.



Résumeé

[ QKA LILI2 O YuddnE, edd frifidipaleinéht connu pour son réle dans la mémoire
épisodique.Chez leRat, il estsurtout étudié pour son possible réle dans la cognition spatiale. Il
permettrail £t QI YA Yl fI dRSa S&AS {RXMEYT ASHSMI NRYYSYSyid Si
AL GALfSa SyiNB tSa StsSyYSyda RY LRSIY dpposkHEnged SE S D
serait impliqué dans les situatiomgcessitantde naviguerde maniére flexiblevers un but non
directement visible! dz YA @S| dz OSt f dzZf  ANBX S N SestiGstrd QK A LILI:
LI NJ f QSEAAGSYyO0S RBaNeyStat difdda REBDKI NEHEYI RIS TSNS
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population descellues de lieusoustendrait une représentation flexiblele t QS § IsillpdS
nNSdzNR2y+f RS {1 YSY2ANS alLpeutledtiSée pdr @ Aygtdne Névprisé A 2y Y
de décisiona différentes étapes de la navigation dirigée vers un lart, premier lieu,pour la
sélection du but luméme, mais ausgiour la planificatiom de trajectoirét LISNX SGGF yid RQIF G0
but ou encore pour prendréa décision de mettre fin acomportement de navigatioforsque le but
est atteint. D& f ASya Sy diNB { QKA LILRdeHarmddaire Spytialeli etyed |j dzS
structures motivationelles ¢ RSOA&aA2yy Sttt Sazr GStfSale fode& f QF AN
préfrontal et le striatum, ont ét&r A & Sy SOARSYOSd / SLISYRI yicEs f QAy i
airesdans le cadre déa navigation spatialeeste a élucider. Récemmerit, A SiHI S yh® SctivieQ
extrachampRS&a OSf t dzf Sa RS tASdz t f QSYRNRAG RQdzy odzi :
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représentation des buts. Cependald nature et le réle de cette activité sont encore méconnus.

Cette thésel @F A G LJ2dzNJ 6dzi RQIffSNJ LX dz& f 2Ay- Rl ya
GSYRIFYG fF NBLNBaSyilalaGAz2y Rz aNdedF A SINNIE S Q RISIIINSO |- Ry
f QK ZamjieJ2lads la prise de décisibn 9y LJ NI A Odzf ASNE y2dza | @g2ya LR
NEfFGADBS RS& FIFOGSdz2NE &L GALFdzE SO Y23G§AEUrEd 2y y St :
faire, nous avons mis au point une tache au cours de lémuel rat peut choisientre deux buts
spatiauxP [ Q doAractéistgiieRS OSGiGS GNOKS Sardvarifrda@Gantité Sle LIS NI S
récompenseassociée aux bst et ainsi, indirectement, la valeur des bubdous avons enregistré
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cette tache Les résultats comportementaux ont mégiden@ le fait queles rats sont capables non
seulement de mémoriser la position de deux buts 4iedicés, mais assi R QI R I I&dfi S NJ
comportement en répondant de maniére flexible aux changements de valeur deb@s$. y I f 8 8 S R
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seulement de CA1l, mais aussi de CA3yimant une activité liée au but avec un praimporel
caractéristigu@® 5SS  YIFYASNBE &adzNLINByl yiSs dzy' S LJ2 LJdzf | G A
KFoAGdzSt £t SYSyld aArAfSyOASdzasSs aQSaid NBYSESS siNB |
cellulesdeBdzd [ QI OGAGAGS fASS Idz odzi O2Y0AYySS RS 0OSa
ddzLILIR2 NI RQdzyS NBLINBaSyidl A2y Rdz odzi RIFIya f QKA LILJ
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cellules pyramidale<€Enfin,lesrésultatsont révélé la prépondérance spatiale du codage du but par
f QKALILIRZOF YLIS® tfdzA LINBOAASYSyYyds fQFOGADBAGS | dz 6 ¢
sélective,indiquant une disrimination spatiale des butdar ailleurs cette activitéde population
était indépendante des variations de valeur des buts, ainsi que des variations comportementales de
préférencedes rats.
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spatiaux du but pour créer une représentation indépendante de variations motivationnelles. Cette
représentation du but purrait étre utilisée en cours de navigation pour reconnaitre la
correspondance en& la location visée et actuelle. En cas de congruence entre ces deux
informations, unsignalserait émisQ2 Y FANX I y i f QF NNAGSS t f QSa/ RNRA
décision de cesser la navigation.
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Foreword

The brain is a complex organ able to perfoanvariety offunctions, predominantly dedicatedo
processing information from the outside world but also from the organiswifita order to produce
adapted responses. Among these functipm®gnition refers to all brainprocessesrelated to
knowledge such adearning, memory, attention, decisiemaking and language. One of the domains

in which cognition is expressed under different formsspgtial @gnition. It is the ability of an
organism to acquire or update spatial knowledge, organise it, and use it to express a behaviour
adapted to the context. Animadpecies and mammals in particulhave a wide range of spatial
learning andnavigationabilitiesthat allow themto behave flexibly even in complex and dynamical
environments

Four decades ago, the development of electrophysiological recording techniquesehp moving
animals allowednsights into the neurabases ofspatial cognitionto be gained At that time, the
hippocampuswas known for its role in memonryamong others; as revealed by studies of amnesic
patients. Extracellular recordings in the hippocampudreély movingrats shed light on a striking
property of hippocampal cell¢heir dischargeappeared to represent the locatiaof the rat. The fact
that such an abstract notion as space seemed to be encod#tkinactivity wasat first sceptically
received by the scientific community. However, after scepticism came enthusiagra light of the

& dzNLINR & A Y3 LINEatdRAE PhiS discavardiréctiédd daR)ebddly of researchowards
the understanding of neural mechanisms underlying spatial cognition. Such effdenceda broad
network of neural structures involed in spatial cognition within which the hippocampus plays an
important role, particularlywhen complex spatial processing and behavioural flexibéiy involved
Unravelling the mechanisms that endow an animal vilifs behaviouralflexibility is stilltoday a
challenge.

The work presented in this thesis aimed aintributing to the understanding athe role of the
hippocampus in spatial cognition and adaptive behavio®inceits involvementin spatial memory

is rather well established, we asked twhat extent it could also be involved in spatial decision
making Recent work indicate that the hippocampus may not be restricted to purely representing
space. In particular, new insights were recently gained about how places of interest in our
environmen, or goals, could have a specific importance in the hippocampal spatial representation.

In the first part of this manuscript we introduce the fundamental notions involved in spatial
cognition and flexible behaviouwWe focus onthe role of the hippocamps in those functions that
were covered by the experimental investigation carried out during this doctoral théhis first
chapter concerrs memory andit reviewsthe current hypotheses abouthe neural mechanisms
underlying this brain function. The secod chapterintroduces some of the fundamentahotions
involved in decisioimaking, by relatinghem to spatial cognition. The third chaptes devoted to
spatial cognitionitself, in an attempt to evaluate the specific conditioribat require a functioning
hippocampus The fourth chapterdescribesthe anatomy of the hippocampus and its relationships
with surrounding structures. In particular, we ask to what extent the hippocampus could interact
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that the way by which the brain combines spatial and decisibaking parameters to direct

behaviour is still not fully understood. Because single cell activity can bring new insights into the
mechanisms underlying theombination of these parametershe fifth andlast introductory chapter

reviews current knowledgeon hippocampal place cells. ielates the activity of these cells to the
abovementioned functions, namely, spatial memory and decisimaking. We present recent

studiesthat shed light on a possible role of place cells in representing spatial goals. However, the
nature of this goalelated signaland its possible significance for galidected behaviouremain
openquestiors.

In the second part of tle thesis we present theexperimental workand the new evidence provided
by this researchThe sixth bapter overviewsa first series of studiesn which we useda specific
method to modify goal value, hamely, outcome devaluation. We used several paradigrasegsa
the influence of a decrease in reward value on the spatial behaviour ofTagsseventh and eighth
chaptersboth focus ar main experiment based omnovel paradignctalled the twegoal navigation
task in which we performed electrophysiological oedings in the hippocampus of rats. The
behavioural methods and results of this experiment are exposed in chaptevhile the
electrophysiological results (and the associated methe@ds)be found in chapteB. The results and
their interpretationare disaissed at the end of each chapter. Finalhg ninth chapterconcludes by
highlightingthe new insights gained about the role of place ¢elied of the hippocampusn general,
in goaldirected navigation

A roadmap of the thesis is presentedHiy.l.
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1.1¢ Taxonomy of memory systems

Chapter 1¢ Memory

Memory can be defined aany physical change that carries information about the g&sdish and
Mizumori, 2014) In the brain these physical changese thought to beimplementedinside and
between neuronsas will be seem the presentchapter. Memoryis tightly related tdearning, which
is the process by which memories are created or modified. Seveéteia can be used to categoes
memory:the neural gstems involvedthe time during which it holdsyformation, whether or not it
canbe deliberately expresse@ndthe behavioural flexibility itmediates

1.1 Taxonomy of memory systems

The work ofScoville and Milner (195%yas influential indefining the current taxonomyof memory
systemsin relationto their neuralbases Scoville and Miler focused ona patient, originally known

by his initials (H.M.)vho had intractable epilepsy. His seizures could not be alleviated by any existing
medicine and eventually led him to lose his job. As an attempt te bis condition, he underwent
surgery to remove the estimated focii of his epilepsy, which were localised in his temporal lobes.
Most of this part of his brain was bilaterally removed, including the major portion of the
hippocampus, but also the amygdaladaparts of the parahippocampal region. H.M. recovered quite
well from his surgery and the frequency of his seizures was largely reduced. However, he was left
with both retrograde and anterograde amnesRetrograde amnesia affects the memory of events
experienced prior to the cause of amnesiahile anterograde amnesiampairs the longerm
remembering ofevents experienced fromthe onset of the amnesialnterestingly, retrograde
amnesiais generally temporally graded, meaning thegcenly stored events ae completely
forgotten but not older ones This was the case for H.M., whosetrograde amnesia initially
extended to events encoded years before his surgery, duration which evolved with time.Aside

from these severe lonterm memory dek O A (i & Short-tebra mdry, language abilities, and
previously learnednotor skillswere operationalHewas also able teearn new motor skills, although
with lower performance than normal subjec€orkin, 1968)The series of studies about H.M. had
two majorimpacts:first, they refined the classification of memory systems,duggestinghat short

term and longterm memorywere independent, as werdeclarative and noitleclarative memory

and second, theyshed light on a possible role of the hippocampus inlatetive memory. We will

now address the currently used taxonomy of memory systems

1.1.1 Shortterm versus longterm memory

Shortterm and longterm memories are differentiated by the period of time during which

information stays in memory. Information held in short-term memory can be easily disrupted
whereaslong-term memoiies will require moreenergy tobe modified As an example, if one must
temporarily retain a phone number before dliag it, the memory for the phone number will be

available for afew seconds but will have disappeared at the end of the conversation. On the
O2yGNINEZ 2yS OFyYy NBOI ¢ 2ySQa 2¢y adK2wms ydzYo$S

% A review of the recent findings from H.M., who died in 2008 at the age of 82, can be found in Squire, 2009.
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1.1¢ Taxonomy of memory systems

happened betweerlearningand recalling.The capacity oEhortterm memory is limited and was
postulated to be constantMiller, 1956; Cowan et al., 2004). Howevehunking which is the
grouping of items, can be used to increase the numb&i@ments held irshortterm memory.

On the contrarylong-term memoryhas a seemingly unlimited capgcand enableshe retention of
information for very long durationgossibly for the whole lifespan of an individual. As an example,
Thorpe and collaborators recently showed that elderly persons were able to recognise the
characteristic music from the opéng credits of TV shows that they had last seere than40 years
before the test. A common distinctin ismade betweernrecentor remote memory(Frankland and
Bontempi, 2005; Moscovitch et al., 20063ecent memoryoncerns information that wa$reshly
learned but tha has not yet been consolidated, quite similarly sbortterm memory. Remote
memory concerns memory traces that outlast shtatm processes: they can becalled daysor
evendecades after the memorised event occurr@dioscovitch et al.2006)

1.1.1.1 Shortterm memory

A wide range ofmodels of memoryhave been proposedby cognitive psychologists and
neuropsychologistssupported by results fronstudies of normal or amnessubjectslike H.M. (to

cite some ofthe most influettials: Atkinson andShiffrin, 1968; Baddeley and Hitch, 1974; Cowan,
1988; Tulving, 1995; Baddeley, 2000; Eustache and Desgrange},AZ0@@portant distinction that

we will retain isthe one madebetween shortterm and working memory: shoterm memory
concerns the reteribn of information over a brief period of time whilworking memoryis the
temporary manipulation and use of this information to guide behavigdtben et al., 2012)
Moreover, two classes ahodelscan bedefined according tothe putative structures suppding
working and longerm memory. Systems models consider that short and {@mm memory are
supported by separated structuréétkinson and Shiffrin, 1968; Baddeley and Hitch, 1974; Baddeley,
2000) On the contrary statebased models propose thatorking memory and longerm memory
correspond to different activation states wfenticalstructures (Cowan, 1988, 2008; Oberauer, 2002;
see Larocque et al., 2014 for revieWeverthelessbothtypes of models convergen the fact thata
fundamental rok in working memory is played by attentiofttention can be defined athe focus of
cognitive resources towards a subset of information available at a given time to the organism, usually
with the effect of enhancing the processing of that information.

1.1.1.2 Long-term memory

Among thevariousexisting models of lorterm memory, we chose to focus on the opmposed by
Squireand collaboratorgFig.2), asit is still widely used todagSquire and Zola, 1996; Squire, 2004)
Each functiondly different type of memory is associataedith the brain structures thought to be
central to it, formingmemory systemsDifferent memory systems are thought to functionparallet

an example given by Squire is how the childhood experience of being chased by a dog cie to

a declarative memoryor this eventas well as an emotional memotgat will be expresseds a
phobia for dogsMoreover,several systems canteract (Squire, 2004)From this taxonomy, we can

® Communication presented at the NeuroMem annual meeting, May 2014.
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1.1¢ Taxonomy of memory systems

already retain that the hippocampus, which is part of the medial temporal lobe, is thought to be
involved in declarative memory. Other structuresich we will briefly addressn the current work

are the stiatum, involved in procedural memory, and the amygdalhich deals with emotional
memory.This taxonomy focuses on lofigrm memory.

MEMORY
DECLARATIVE NONDECLARATIVE
FACTS EVENTS PROCEDURAL PRIMING SIMPLE NONASSOCIATIVE
(SKILLS AND CLASSICAL  LEARNING
AND PERCEPTUAL CONDITIONING
HABITS) LEARNING

EMOTIONAL SKELETAL
RESP‘)NSES RESPi}NSES

MEDIAL TEMPORAL LOBE STRIATUM NEOCORTEX AMYGDALA CEREBELLUM REFLEX
DIENCEPHALON PATHWAYS

Fig.2: Example of taxonomy of lonterm memory systems.
Categories of memory systenfsomSquire, 2004.

1.1.2 Declarative versus nondeclarativmemory

The distinctiorbetweendeclarative versus nondeclarative memasyalso often addressed in terms

of explicit versusimplicit memory This distinction concerns the recall of a memaorymplicit
memories are characterized by the fact that they are expressed by action (knowing how) rather than
by consciougecollection (knowing that)lEmotional responsesre an example of implicit memories.
Theyare thought to nainly be processed by the amygdalamongimplicit memory systems, we will
mostly be confrontedin the present workio procedural memory which encompasses skills and
habits. Procedurainemories take time to béarnedbut, once acquiredthey have the advantage of

not requiring attention, whickcan then focus on other tasks., having a conversation about where

to spend your next holidays while driving on a familiar road).

On the other handyecall of explicit or declarative memoryusually requiresattention and in
humans,can beexpressedverbally. Declarative memory is representationaisofar as it provides a
way to model the external worldSquire, 2004)It comprises the memory for facts, or semantic
memory, and the one for eventalsocalled episodic memory.

1.1.3 Bpisodicversussemanticmemory

The distinction between episodic and semantic memory was first made by Tulving (Ep&)dic
memory concernsspecific personal experiences that took place in a particular context andiaea
momen® ¢ KS WLISNE2Y | f QdA AR DI W& | SHEgE IS Rt
of first-person subjectivityAn important feature of episodic memory ilkat it allows mental time
travelin subjective timgTulving, 20052002. Mental time travel can consist in projecting or#dn
the past to reexperience a scene, or projecting oneself towards the future to envision multiple

3



1.1¢ Taxonomy of memory systems

possibilities On the contrarysemantic memoryconcernsthe knowledgeof facts, dissociated from
the context (whether spatial, temporal or socialph which learning took placeAs an example,
knowing that Paris is the capital ciy France is a semantic memovyhereasthe memory of the last
time one visited Paris ief episodicnature. The difference betweeroth memory typess often
made in humanexperiments by asking the subjectR 2 & 2 dz NI H/Moh Sddiesxes
episodic memonand contairs a sense of time travelpr (R 2 & 2 dz 2| Whighgefeks to semantic
memoryand is dissociated from tim@nowlton and Squire, 1995 imilarly, otherauthors statethat
episodicmemory is expressed through rdtExtion whereas semantic memory is expressed through
familiarity (Diana et al., 2007; Eichenbaum et al., 2007)

Several views coexist about thelationshipbetween episodic and semantic memory. One of them
states that semantic memories would result from a progressive proess$sacting consistent
features of episodic memories (Squire and Knowlton, 1995; Eustache and Desgranges, 2008).
Conversely, another hyphesisis that episodic memory relies on semantic memory and cannot exist
without it. Inthis view, episodic memory would result from the association of semantic memories
and the addition of autonoetic awareness (Tulving, 2005; Klein, 2DE8%& and coliborators (2010)
proposeal that this autonoetic feeling could be generated by the recall of the emotional state
associated to a particular memory.

The separation between semantic and episodic memory is supported by psychological studies of
patients with lrain lesons to the medial temporal lobe such as H.Nlulying, 1985Tulving et al.,

1991; VarghaKhadem et al., 199Klein and Nichols, 2012; Klein, 2D1Bhese patients usualbuffer

from an amnesia that selectively impairpisodic memoriesThesempairments sometimes go along

with an inability to plan future eventéTulving, 198k When focusing on the anatomical extent of
lesions from these amnesic patierdaad others a common brain regioreliablyinvolvedin episodic
memory deficitsis the hipmcampus(ZolaMorgan et al., 1986; Tulving, 2002; Squire, 2004; Klein,
2013)

In order to allowthe neural bases of such intriguing phenomena to be further studagdajorissue
remains as towhether nonhuman animals have declarative memory abilities. In humans, this
memory system isisuallyprobed using languagé&iowever, languages thoughtto be a1 exclusively
human skill, althouglother animalsare not denied forms of communicatiand thecharacteristics
specific to humananguageare still a matter of debatéHauser et al., 2002; Pinker and Jackendoff,
2005; Corballis, 2007Pne way to bgass the language issue in declarative memory is to foculseon
defining characteristicef this type of memory, such as itdlexibility, the fact that it allows the
remembered materialto be manipulated and comparedhat it consistsof relationships among
multiple items andevents, andthat it is representational, ircontrastto implicit memory wich is
termed dispositional (Squire, 2004).

For example, the abilityo perform transitive inference rfore generally,nferential reasoning) is
indicative of the use ofleclarative memoryInferential reasoningis the logical process by which
elements of indiidual memories are retrieved and combined to answer novel ques({ideghamova

et al., 2012) Transitive inference is a way to test for inferential reasoning, by first presenting a set of
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items with relationships between each other, and second testinghferability of the subject to infer

new relationships between two items that were never presented simultaneously befeoe.
example, fA>SBand>B Ay GKS (GNIAyAy3a LKIaAaS 6¥WHpQ YSIyAiy3
presented with A and C, the sulbjemust select the item ARodents can solve transitive inference
tasks(usually with differenbdours as itemsgand lesion studies in ra@nd mice have cemonstrated

the involvement of enumber of structures in the ability for transitive inferen@mongwhich the
hippocampus(Bunsey and Eichenbaum, 1996; Dusek and Eichenbaum, 1997; DeVito et al., 2010a)
andthe prefrontal cortex(DeVito et al., 2010bHowever, it is unclear whethaghe hippocampuss
involved in the acquisition of the overlappimgemories necessary for transitive inferenceiorthe

flexible use of these memories necessary to infer new relationslapsdemonstrated by the
opposite conclusions ofan der Jeugd et al., 2009 and DeVito et al., 20kG#so remains unclear
whether nferential reasoning relies specifically on episodic or semantic memory, but it definitely
holds characteristics of declarative memory.

The ability forepisodic memoryn nonhuman animaldor which theautonoeticawareness aspect is
still difficult to ddine in humans,remains anopen question. Nonetheless, attemis were made to
RSTAYS | ¥ AWSOKA¥ERRAE oHEbe Sested withautir8lyh® n labguage
abilities

1.1.4 The particular case of episodidke memory

Episodiclike memory can be defined byhe characteristics of what is held @pisodicmemory,
independentlyfrom whether it can be verbalisd or t involvesautonoetic consciousness. These
characteristicare the nature of thememorisedepisode, thespatialcontext where ithappened, and
the time when it happened¢ as opposed to semantic memory whicktores information
independenty from its spatial or temporal contextThe characteristics of episodike memoryare
generally summared asthe What, where and whenQcomponeris of episodicmemory (Nyberg et

al., 1996; Clayton and Dickinson, 1998%ing these criteriaa series of studies tackled tlgygiestion

of the existence of @podiclike memory in nonhumans, initiated by the seminal study of Clayton &
Dickinsonin scrub fiys(1998).

Scrub jays are birds that have a natural inclination to hide food in secured locations. Moreover, they
love worms Clayton and Dickinson relied ¢imese two characteristice question whetherscrub jays

could remembemwhat kind of food they had cachedhere and when In this study, the birds first
learred that worms degrade overtime and become inedible after a long delayh(LBdt not a short

delay (4h). Then, they were required to cache either pean(sich do not degade)or worms in
distinctive compartments of a sarfdled storage tray. Either 4 or 124 h after the caching phase, they
were allowed to retreve the food. If he worms had been cached 4h admrds unambiguously
directed their visits towards the worm cae$, showing that they had a marked preference for this
type of food. However, after the long delay of 5 days (124 h), iy went to the peanuts
O2YLI NIYSYy(dsz UGKSNBo6& RSY2yadNrday3da GKIG GKSe@
information in order b guide their choiceNjg.3).
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Fig.3: Episodidike memory in scrub jays.

Left: scrub jayAphelocoma coerulescerabout to cache a waworm. From Griffiths et al., 1999
Right:Number of inspections for nuts or worms caches depending on theqaasting delay.

At the 4h delay, the worm cache was more inspected than the nuts cache. At 124h delaythievetiser way
round. The overlaying percentagésdicate the number of animals whose firsisit was directed towards the
worms cacheNote that the tests contrary to trainingwere performed in extinction, i.ewith both types of
food removed from the cacheédaptedfrom Clayton and Dickinson, 1998.

Thus, scrub jays demonstrate merdor F2 NJ 6 KS WHKISYD ORINE yISH kB & 2 F S
memory (Clayton and Dickinson, 1998; Griffiths et al., 1989possible alternativnterpretation of

these results is thascrub jaysouldhave solved the task using the fact that memory trace fades as

time passesDifferent trace strengthsf the caching memoriemight have been sufficient to guide

their choices(Eichenbaum and Fortin, 2003yonetheless this study, by exitly exposing three

testable parameters of episodic memory, paved the way for further attestp study episodiclike

memory in nonhuman animals.

In particular, @isodiclike memorywas testedin rats, usng an adaptedradial arm maze paradigm
(Babband Crystal, 20G§. Similarly to the scrub jays study, thethorsinvestigatedwhether rats

would be able to remember what kind of food was located where, and when this specific type of
food had previously been encountereBecause this experiment was partant for ourwork, we will

go into its details. First, the radiarm maze is an apparatus composed of 8 arms with a cup at their
extremity and connected by a central stem (Olton and Samuelson, 1978). The cups can be either
baited with food pellets or ot. The radial maze paradigm is used to test different forms of spatial
memory, as will be exposed in further details in $8(p. 51). Relevant to the episodike memory

issue is the fact that a version of the paradigm allows to testiding-term memory of theW g K S NB Q
component, i.e., whether rats remember which oktrms are baited. Indeed, if the rats remember

that specific arms are always baited while others are not, they will first visit the baited arms. The
episodiclike memory study relied on this apparatus usingaaticular protocol, which consisted in

two parts. In the first part, the authors addressed whether rats were ableQ®2 YO Ay S G KS WgK
andWg KSy Q O=olvepiogidiky iiemory It involveda two-stagedparadigm with astudy and

a test phase separated by a del@yg.4). During the study phase, only half of the arofshe radial

maze randomly chosen, were accessible; two of them were baited with normal foate wie
remaining two contained specific, flavoured pellets. Ugmteringthe maze, the rat was allowed to

visit each of the 4 opened arnbefore being removedAfter either a short or longretention interval

6



1.1¢ Taxonomy of memory systems

the test phase occurredrats were put backn the mazeall eightarmsbeingaccessiblgbut baited
differently depending on the delay. Aftegither delay, the locations baited with normal food
replenished. In addition, only after theng delay wouldthe two flavoured locationseplenish. ©
perform optimally in this task, ratisad tolearn to revisit the flavoured pellets locations only after the
long delay After training, they managed to do sgemonstrating thathey had sombaow memorised
the temporal component of the tasiHowever,this part ofthe experimentdid not assess whether
they remember the type of foogreviously encountered

Study phase Test phase
Cc
Fig.4: Episodidike memory in ratsq
G C & C protocol.
c Short delay C After the study phase, during which on
C selected arms are baitl, two test phases
R could occurlf the delay was shoitLh),only
chow pelletswere accessible at previousl
G Grape c non baited locations.After the long delay
R Raspberry Long delay (6h),both chpw(C) ano!flavoured(G and R)
¢ ch pellets locationseplenished
ow % c
— Closed door Adapted fromBabb and Crystal, 2086
R C
C

In the second part of tastud G KS | dzi K2NBR (S&0SR -likeknemoWaek I G Q | a
memory for the attributes othe reward. This is similar to the scrub jays experiment when bires

learned that worms degrade over time. Here, the authoused a devaluation procedure to
selectivelydiminishthe expected value of one of the flavoured pellefhedevaluation procedurds

commonly used inhe instrumental learning domaifexamples will be givei Sec.2.2, p. 24).
Devaluationcanbe performed by two means: satiety devaluation or conditioned taste aversion. The

first procedure consists in frekeeding a rat with darge amount of agiven type of rewardIn the
secondtype of devaluationthe rat is allowedto consume the reward and then injected with a

lithium chloride solutiorthat produces malaise. In both cases, the vabfi¢he rewardis considered

to beloweredas rats will stop or drastically reduce their consumption when subsequently presented

with that reward Babband Crgtal tested the two types of devaluation on one of the flavoured

pellets during the retention interval to assess whett@mrnot NI 108 ¢2dzf R NBYSYo SNJ
component of the study phaseRats indeedselectivelydecreased their visits tdhe arm that
providedthe devalued rewardThiswas theresult heldfor both types of devaluation procedures

Thus, similarly to scrub jays, rats seem to demonstrate epidid@dianemory.Bpisodiclike memory

was also assessead other speciessuch asbirds, rodents or apes(for reviews, seeCrystal, 2010;

Pause et al., 2033However, sveral aspects of th& ¢ Kwhére-g K S pa@digms were critices,
beginningwith it KS dzy Of S NJ yI G dzZNBE 2F (GKS eitHr KSYR2 @2 V2 ASY
componentor an edimation of absolute time) This component wagroposed to be replaced with a

O NB I RSNE Wg K aakn@motyZorthdpetifcyddcasion when the event was experienced
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1.1¢ Taxonomy of memory systems

instead of the specific tim¢Eacott et al., 2005; Eacott and Easton, 201@)this framework the
duration of the eventis defined by theduration of the associated occasion, whican be a few

s AL XA £

seconds€.g.,.Wg KSy L KIR GKA& O NgLUKASRS yLi Q@A RANNMEGRS g SN R

criticism is thatthese paradigmsusually require intense training to learn the task rules (whether
degradation of worms or replenishable food sour¢es)d tha during encoding the animals &w
they had to rememben series of information as they would be tested later. On the contitang,
episodic memory relies omcidental andone-trial encoding.To address this issueZhou and
collaborators (2012)ested the ability of ratgo incidentally encode informatiombout the presence
or absence of rewardThe authors¥ A NR G U I dz3 SINONMH § RjydeBizig iHeng ghaase
between two arms on a-maze (a haped maze with an entry arm and two lateral arnis)the
entry arm rats were either given food or not.ttiey had encountered fogdratshad tothen go left
on the maze @ get futher reward; otherwise, reward woulde deliveredat the end of the right arm.
Rats were also trained iaradial maze taskDuringprobe tests rats werefirst given the radial maze
task where food could be either present and absent, and tthenT-maze testwhere they had the
2 LILI2 NI dzy A (&  (peviousNIBBriciiMdietpreséri€eS or absence of foodn these

A 2 4 oA ~

Wdzy SELISOGSRQ GSaitazr GKSe FTYa6SNBR 6AGK ThSOdzNI O@

they were able to incidentally mcodeinformation about the occurrence of foodnd report it later
Interestingly, a lesion to the hippocampuspécificallythe CA3 field) impaired the ability of rats to
answer the unexpected question, but not an expected (figou et al., 2012)

Other means to modeland assespisodic memory in nonhumaanimalshave beenproposed,
including testing memory for the temporal order @&éms (vhere items can be eitheodours or
places Fortin et al., 2002; Eichenbaum and Fortin, 2003; Fouquet et al.,)20fnory for the
sourceof the memory(Crystal et al., 2013}jhe ability for future planningor prospective memory
(Roberts, 2012; Wilson and Crystal, 2018 an example, the study of Fortin and collaborators
(2002) set asidethe spatial aspect of epislic memory and instead tackled its temporal sequence
FAaLISOG NBfeAyd 2y | RSTFAYAUGA2Y 2F SLIA&A2RAO0
& LJ- ,&i§uing that an episodic memory is composed only of the item one is trying to recall but
of the experience of preceding and following everfiSichenbaum and Fortin, 2003)n this
experiment, rats were presentedith a sequence of five differertdours. During a test phase, they
were given the choice between two of the previously encounteogidburs and had to select the one
that had first been presentedn the sequence Control rats were able to learn this task while
hippocampal lesioned rats were imped. Importantly, both control and lesioned rats expressed
normal performance in a simpledour recognitiontest, meaning that the hippocampus is not
necessary for simple memory of everfEortin et al., 2002)These kindsf tasks are quite similar to
inferential reasoning tasks but requieg additionaimemory for the time when events occurred.

An important thing to take into account is that each species evolved according to the specific

environmental constraits and seledbn pressure it was confronted witheading to multiplesurvival
strategies.These different strategiesften engagedifferent neural systems. The challenge, if one is
intereged in knowledge transfer froomonhuman to human species, is to find neural mechanisms
and abilities that can be expressed in both. For example, socialespetght have evolved a
develped episodic memy system that takes into account the social context where an event
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happened, while fooetoring species might be more sensitive to the temporal context where food

was cached (g., Clayton and Dickinson, 1998). As an example, rats tested in ssfowdgtask did

not show any memory of the temporal context concerning when a specific type of food was cached

(Bird et al., 2003)Converselywhen theability of rats to scavenge for food waested, as ilBabb

'Y R / NE a {2006%) ey dénumBidte time-related memory. Aather natural behaviour

expressed by rats is the spontaneous exploration ofeh@bjects(Ennaceur and Delacour, 1988)

PaAy3d GKAA aLRyidl ySwhdmig KOASKK D AVRIIMBNEG KSH av glKa a1S a a S R
al., 2005), and théV ¢ Kwhéreg KSy Q YSY2NER RSY2yaidN}GSR Ay YAOS
alidzRe SOOI f dzwie@BRKEKS WHEXEZNE 2F YIS YAOS o0& dzaAy
component of memory (Fellini and Morellini, 2013)erestingly, these authorsalsoshowed that the
hippocampus was necessary for the lelegm retention of episodidike memory. Overall, his

underlies the importance of employing an ethological perspective, using tasks that address natural
behaviour in the species one uses as a modatdfE and Easton, 2010rempler and Hampton,

2013).

The attempts to move towarda clear working definition of episodic memonyesidesbeing useful
from an ethologicahnd neuroscientific perspectivean also beppliedto refine nonverbal episodic
memorytestsin humansIn control populations, asking # subject remembesor knows a given fact
might not besuch a rigorous testndeed,subjects carbe made to believe that they do remember a
given word while it was not actually prese(iEichenbaumand Fortin, 2003) Thoroughtests of
episodic memoryare specially needed when studying ngpeaking populations (younchildren,
language disabled patienter for early detection ofAf T K S Adigehdegsapisodic memoryeficits
are one of themajor characteristics of the diseas@Morris JC et al., 2001; Nestor et al., 2004;
Storandt, 2008)Attempts to adapt nonhuman tests to human populations have been nasudetend
02 AYRAOI G Swhér&d KiA GIKKS (U&sEKiI a0 A Y RSSR NBIj dzi N&g, ,NBYS Yo
Easton et al., 2012)o this day areliabletest of episodic memorwhich includes the autonoetic
awareness aspettas yet to be establishg@Paise et al., 2013)

The fact that nonhumaranimak have memory abilitiedyoth implicit and explicit,makes them
appropriate models for the study of the neural bases of memory. Some of the known or
hypothesisednechanisms of memory will now lmaitlined.

1.2 Neural mechanisms of memory

Memory, and the waythe brain implements it, remaione of the major challenges in neuroscience
(Kandel et al., 2014). Howevefter several decades of rearch onthe neural bases of memory,
some of the mechanismsesponsiblefor implicit memoryare now fairly well understoqdand
possiblemechanisms that could underlie explicit memory have been propdd&swill focus on the
concepts and mechanisms that are thoughstgpportexplicit memory
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1.2.1 Neural epresentations

Centralto modern cognitive psychology and neuroscience is the concept of representation. It was
first defined as a theoretical concept, btite subsequentdevelopment ofextracellular recording
techniguesenabledneuralcorrelatesof mental representationso be found.

Roitblat (1982) defines aepresentation | aa rémnant of previous experience that allows that
experience to affect later behaviorAnother definitionwas proposed byGallistel(1990, 2001)a
representation is a functional isomorphisbetween an element of the environment andneural
processthat is to saythe representation and the element it represeritave the same mathematical
form, and the sameelationshipsare sharecdbetweenthe symbolsthat compose the representation
and between the items these symbols representet another definition, from deCharms and Zador
(2000) states thata representatioris a message that uses the rules defined by the neural code to
carry information. Two characteristics can be used ttarify the cancept of representation: its
content and its function. The content of a representation is the information it carries. The function of
a representation (when considering representation as a neural signal) is the effeetyithave on
further processing andventually on behavioufdeCharms and Zador, 2000)

The concept of neural representatiomsascommonly usedn pre-behaviourism psychology but was
literally banned during the behaviourist periodnder the reasoiing that they were not directly
observable and that behaviour could be explained without them. However, cognituibtsequently
showed thatcertain animal speciegould expressbehavioursthat are difficult to explain without
internal representations an idea alredy present in the work offolman, 1948 Nowadays this
conceptis quite wellaccepted and frequently used, sometimeglifferent forms such as the concept

of memoryengram being the physical change(s) encoding a particular-terrg memory (Chklovskii

et al., 2004). If such mental representations exist, they must be somehow implemented in a specific
aspect of neural activity.

It is quite difficult to demonstrate the existence of neural representatiosiice a true
representation must be observable tine absence of the stimulus th&é encodedin order to ensure
that it is not a mere automatic and transient response tatthtimulus.Nonethelessa starting point
for the study of representationds to assessvhether neuronghat canspecificallyfire in responseo
the presentation of a stimuluexist Such neurontaveindeed benfound in the brain. Their activity
isal AR (2 0S5 Wi dzy S RQtheir probabilitd of fiSgificreasis iwhéenlzhisizpacificA
stimulus is presentedThe semial worksof Hubel & Wiesel 1959) exemplify this. The authors
evidenced cells in th@rimary visual cortex (V1) of anaesthetised cttat responded specifically
when the animal was presented with a visual stimulasbar with a specific orientatiomt a
particular positionin its visual field{ A YA £ I NJ Wi tareSseen oysé&naxiBngng brain
regions It OFy o6S aFAR GKFIG SIOK 2F (GKS&S WidzySRQ
parameter, eitheran input stimulus or an output actiofheinformation about the bar position, for
example,can be used by downstream brain areas to perform more complex operatiogs (e
eventuallyrecognise a specific fapdndeed, reural representations of moréntegrated concepts

* See also the early theory on memory of Richard Semon, reviewed in Schacter et al., 1978.
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have been found. A striking example comes fraseries of studies usirgingle neurorrecordingsin
epileptic human patientsQuiroga and collaborato@005)found cellsthat responded to the visual
presentatbns of faces of famous persons such as theeas Jennifer Anistgrto drawings of this
person and even to visual presentations bfs or her name Interestingly, a majority of these
YO 2y OS wkrefouddiSnttHe Aippocampudhe authors proposed that they could be involved in
declarative memory (Quiroga, 2012) Thke hypothesis that such cells are part of a mental
representation is supported by the fact that they not only selectively discharge to the presentation of
their preferred stimulus, but alsalo so during conscious recall in the absencktbe stimulus
(GelbardSagiv et al., 2008)

1.2.2 Neural code

From a computational point of viewpeurcscientists often aimt G WONJ O1 Ay 3,8 KS vy Sdz
decoding the stimulus that led to a specific neural activitiie neural codecan be defined as a

system of rules and mechanisms by which a signal carries inform@éi2harms and Zador, 2000).

The fact that specific newmns respond to specific stimulirgbably facilitates computations and
information processing.

It is an ongoingdebate as to whether neural networksperform distributed or local coding of
information (Bowers, 2009)Local(or localist)codinginvolves a relation between a single unit and a
meaningful equivalence class of entitiesthe world(e.gX W@ uinim@ 2000) Local codingloes

not imply that only one neron would code for this clasbut it does mean that one can infer the
signification of the representation from the readout of a single neuf®owers, 2009)Local coding

is often exemplified (in aaricatuedY I Y Y SND o6& ( KS wHishNdoydRepzserkK ®aNJ OSf €
memory2 ¥ 2y SQ& 3IANI YRY23GKSNY hy dbstbtedzadingithelrdddod Ay K
of a single neuron igenerallynot sufficient to assess the item it encodes. One make into

account the activity of a network of neurons to precisely decode the meaning of the representation.
Distributed coding actually encompasses three types of coding: dense, coarse and(Buavses,

2009) In dense distributed coding, each neurons involved in the representation of multiple
concepts and little information can be extracted from the activity of a single nedroooarse
distributed, contrary to dense distributed coding, a single neuron is not generally assumed to
participate to many representations. &her, it has a broad tuning curve (such as V1 neurons),
YSIFEYAYy3 (GKFG y2G 2yteée GKS WLINBTSNNBRQ AGSY gAff
it. In that case, pooling of several units hetpading outthe encoded iém or stimulus. A classic

example ofcoarse distributeccoding can be found in the primary motor cortéXeorgopoulos et al.,

1986) Georgopoulos and collaborators trained monkeys to reach a visual target presented on a
screen using a joystick. Single nens from the primary motor cortex recorded in this study fired

around the time of movement for several directions of movement, making decoding of the direction
difficult from single neurons. However, the actual direction of movement could be inferred by
computing a population vector, i.eby taking into account the whole population of recorded
neurons. Finally, inparse distributedcoding, a stimulussicoded by the activation of a small number

of units, and each unit contributes to the representation affew stimuli. The main difference

between dense and sparse distributed coding is the number of neurons involved in the
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representation They would also have different properties: sparse coding could underlie the rapid
acquisition of new knowledgwithout erasing previouly stored informationbut would be poor at
generaligtion. On the contrary, dense distributed representatiom®uld have generalaion

abilities but would be prone to interferenadue to overlap between representation$. K S w02 y OS LJi
cells recorded by Quiroga and collaboratq@uiroga et al., 2005; Quiroga, 201&uld be an

example of sparse distributed codirf@uiroga et al., 2008ee alsoWVixted et al., 2014or another

example of sparse distributed coding in the pjgampus).Fig.5 schematicallyexemplifies how a

population of neurons would respond to different stimuli in the case of dense distributed coding
versus local coding.

Dense dstributed coding Localcoding

Test | e LRt gmmm—-—- e 1 [ 1] TR
Items 1 2 3 4 5 6 7 8
Clock 01 02 02 01 0.2 02 0.2 01
Chief |02 01 02 02 01 01 0.2 02
Maop 02 01 01 0.1 01 02 0.1 0.2
Umbrelle | 0.2 0.2 02 02 01 01 0.2 02
Lleather | 0.1 01 0.2 0.2 0.2 01 0.1 0.2
Novy 0.2 02 02 01 01 01 0.2 01)] 0
Ailk 0.2 01 02 02 01 02 0.2 0.1
Coffee | 0.1 02 01 01 0.2 02 0.2 0.2
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Fig.5: lllustration of densedistributed versuslocal coding.

Schematic representation of theormalised spike count foeight neuronal units in response to th
presentation of a stimulus (clock, chief, etc.) in caseadrsedistributed code left) orlocalcode (ight). One
item (eg., clock) can bencoded byeither a slight activation of the whole population of celted whole
population must then be readut to decode the itempr by the strong firing ofonly oneunit.

Adapted from Wixted et al., 2014.

Overall, the discussion about whether the brain performs any of the various forms of distributed
coding or even local coding is not settled yBobwers, 2009)It is probable that several sorts of
coding are implemented by the brain mdultiple levels of pocessing. For examplthe hippocampus
would rather use sparse distributed coding while the cortex would use dense distributed
representationgMcClelland et al., 1995Moreover, primary sensory areas could implement coarse
distributed coding while spaesdistributed coding would be preferred in higharder areagQuiroga

and Kreiman, 2010)We will see inChapter 5that results from single cell recording in spatial
cognitiontaskscanbring more argumentito this debate.

Another source of debate ammy neuroscierists is wheher neurons performtemporal or rate
coding(Thorpe et al., 2001Rate codingin whichthe information iscontained inthe firing rate of
neurons,is less prone to noise buéquirestime to extract the informationln this schene, the time

required to precisely process a piece of informatan betoo important compared tahe rapidity

with which the organism completes certain tasks sashimagecategorisation(Thorpe et al., 1996)
However, it could be used in other types of processes than such rapid degisking. Temporal
coding where the timing of spikes encosleaformation, can require setting a ference to compare
the time of spikesbut can also rely on synchrony betwequikes or patterns of spikedt enables
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1.2¢ Neural mechanisms of meory

decisiongo be takenvery quickly but isensitiveto noise.Again,the study of neural bases spatial
cognition(seeChapter % canprovideanswers about thislebate mainly that both rate and temporal
code coe»st.

1.2.3 Possible mechanisms of loAgrm memory

A wellacceptedidea in neuroscience, maybe the most fundamental one, is that neurons transmit
information via action potentialsin a simplified sensomnotor loop, information from the outside
world enters the brain by the way of sensory receptors, is processed and transmitted from neuron to
neuron, and eventually leads to an actidrough motor neuronsthat drive actuators such as
muscles. The dput of the g/stem can also be the absenceaaftion, or further internal processing.
Memory, in this framework, is embedded in neural networkien a given experience modifies the
way further information will be transmitted and processed, it means thrain just leaned
something There are several ways to modify information processing by neusgnapse efficiency
can be madlified (increased or decreasedjpnnections between neurons cappearor disappeay

the integration of information by a given neurone(, howits inputs will tiggeran output spike) can

be modified.

The fact thatchangesin the connectivity between neurons could underlie learniisgpart of the
connectioni$ approach in neuroscience arthtes backo Randn y Cajal1894, p. 466X, for the
French-speaking reader

@Yy LISdzi FRYSGGNBE O02YYS dzyS OK2aS GNBa ONIF A&S)
dans les régions cérébrales plus sollicitées un plus grand déjedioppt de

f QF LILJ NBAf LINPG2LIX FaYAldzS SG Rdz d42aiG8YS RS&a (
associations déja créées entre certains groupes de cellules se renforceraient

notablement au moyen de la multiplication des ramilles terminales des appendices
protoplasmiques et des collatérales nerveusamais, en outre, des connexions

AYGSNOSt tdA FANBa (2dzi £ FFLAG y2dzStf Sa L2 dzZNNI
O2t t I GSNIt£Sa Sl RQEE®4I yarA2ya LINRG2LI | aYAll dzS

In summary, heproposesthat mental training could in specific brain regionsinduce the
reinforcement of connections between neurons and the creation of new connections between those
neurons. This idea was latspecifiedoy Hebb(1949, p. 62)n those terms:

G2 KSy |y |E2y 27F OSeéxtite & celh B ang/ @pedtddhySof 2 dZaA K (i 2
persistently takes part in firing it, some growth process or metabolic change takes

LI I OS Ay 2yS 2NJ 620K OSftfa adzOK GKFdG ! Qa S¥°
AYONBI A8RE @

Thus, according to Heblthe connection between two neuronsshould be reinforced if the
presynapticmeuron always or often fires before the postsynaptic neuron.
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1.2¢ Neural mechanisms of memory

The theoretical hypothess that the synaptic connection between two neurons couldnbedified,
namely, synaptic plasticityyas later proved true A core process of synaptic plasticttyat might
underlie longterm memory is longerm synaptic plasticity, which enempasses longerm
potentiation and longterm depressionLongterm potentiation (LTP)was first discovered by Legmo
(1966) and subsequently described by Bliss and Lgmo (1878)an increase in the efficienoy the
synapse between a postsynaptic and a presynaptic neuron, meaningotita LTP is induced,
presynaptic spike will more easily trigger postsynapticspike LTP was first inducetly high
frequency stimulatiorand its effecé were shown to last for severdays(Bliss and Lamo, 1973}his
discovery was made ithe hippocampus It was later demonstrated that many of the synaptic
connectionsinvolvinghippocampal cellsupport LTP, which can also be induced in other structures
such as the amygdala, the subiculum, the cerebellum and the prefrontal cortex, among others
(Lynch, 2004)However, ifmemory is dependent on synaptic strength ath@ strength ¢ synapses
can only increasethe system il eventually aturate and no furtherlearningwould be possibleln
addition to Hebbian plasticity, there is need for a mechanishat can selectively decrease the
strength of synapsesvhich do not participatein firing. Such a mechanismermed longterm
depression(LTD) was alsofirst demonstrated in the hippocampuitanton and Sejnowski, 1989;
Dudek and Bear, 1992%ubsequent work found that LTD coalldobe expressed in many different
brain regiongdMalenka and Bear, 2004%everatypes of both LTP and LTD actually exigtrely on
multiple molecular and cellular mechanisms.

Highfrequency stimulation, the xperimental paradigm originally used to induceLTP or LTDs
unlikely to happenin a healthy brain. Amore biologically plausible way of inducihgng term
plasticityis spiketiming dependent plasticity (STDP, sE&y.6). As its naméndicates, the temporal
aspect is highly important in the STDP mechanisiinst, if a presynaptic neuron repeatedly
dischargesjust before a postsynaptic neuron, the synapse between the two neuraiik be
potentiated. Conversely if presynaptic spikes aremitted in a short time windowfollowing the
discharge of the postsynaptic neurathe synapsewill be depressedindeed, in the latter case, the
presynaptic neuron did not participate in the firing of the postsynaptic one.

Fig.6: Spike timing dependent plasticity.

’e ' 1 lllustration of the STDPmechanism If the
presynaptic spike regularly occurs after tl
postsynaptic spike (left part), the synapse will

As depressed, inducing LTDConversely, if the

presynaptic spike regularlyccurs just before the

postsynaptic spikeofp theright), the synapse will

be potentiated (LTP). In both cases, the sma
ot the time interval between the two spikes, th

stronger the effect.

From Zaehle et al., 2010.

LTP

LTD

With STDPneurons often fimg together at the proper timingwill be more strongly associateds a
consequencea spikefrom the presynaptic ¢ LINS R) heiridriwill3n@re strongly contribute to the
generation of an action potential in the postsynaptic neurbmthis context anetwork of cells using
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1.2¢ Neural mechanisms of memory
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mechanism has proven to be very efficient for learning in computational models of temporal coding
(Gerstner et al., 1996; Song et al., @00Jasquelier et al., 2009As anexample, Masquelier and
Thorpe (2007) trained aartificial neural networkusing STDP rules by repeated presentations of
natural visual scenesAfter learning, many neurons of the networkad becometuned to visual
features such aspecific orientation bars, similar to V1 neurom®pending on the class of input
stimuli, the features could differfor examplebeinggenericfeatures of faces ithe input stimuli were

a set of human facedlasquelier and Thorpe, 2007Th biological organisms$STDRnduced long term
potentiation was demonstratedby Markram and collaboratord1997) It was subsequently
thoroughlyinvestigated €.g.,in the hippocampus: Debanne et al., 1998; the amygdala: Bauer et al.,
2001; the visual systenMeliza and Dan, 20Q&or review, Markram et al., 20)2n particular, Bi and
Poo(1998)demonstrated that the time window within which STDP can be inducéetiseen5 to

40 ms.

The fact that LTP can be induced in biological organisms dogwowéthat it is the support of long
term memory Many studiesspecificallyaddressedhe link between LTP and memaoripitiated by
Morris and colleague$1986) who pharmacologicallyblocked LTPand showed thatit impaired
learning in a spatial memory task. Selquent studiesadded support tahe hypothesis that synaptic
plasticity is one of the mechanisms underlying kegn memory(e.g.,Wilson and Tonegawa, 1997,
Whitlock et al., 2006)AlthoughL TP was showin specific conditions to last fover a yearAbraham
et al., 2002)in general it decayafter a few hours. Itsactuallyprobable thatLTPis only one among
severalplasticitymechanisms underlying lortgrm memory(Stuchlik, 2014; Takeuchi et al., 2014)

Other approachedo the study of longterm memory mechanismsinvolve the manipulation of
immediateearly genes (IEG), genes whose expression is rapidly and transiently triggeted
different conditions among which, LTH' hemain IEG thought to be involved in synaptic plasticity
are c-fos, zif268 and Arc (Abraham et al., 1991for review, see RamirezZAmaya, 200y Genetic
manipulations now enabléhe targeting of theexpression of these genes in regions of interesty(
the hippocampus), as a meansgodeeper in the study of their involvement in memoand even to
apparently modify stored memorigRamirez et al., 2013)

1.2.4 Possible mechanisms of working memory

Themost commonhypothesis about theneural mechanisms oforking memoryis that it relies m
persistent activity In this view,a sulpopulation of neuronsspikingrecurrently could temporarily
hold an item in memoryNeurons with this kind of activity have been obsenirdhe prefrontal
cortex (Fuster and Alexander, 1971; Funahashi and Kulif84; GoldmasRakic, 1995)As an
example, Funahasi and collaborato($989) recorded individual neurons in the dorsolateral
prefrontal cortex of monkeys during a working memory task. Monkeys had to figata central
point on a screen during thierief presentation of a visual cu@dicating the position of a targein
the screen After ashort delaywithout the cue,subjectshad to saccade towardshe remembered
target position The activity of a exampleneuronrecorded during this tasks shown orFig.7. This
neuron strongly firedduring the whole delay perigdalmost exclusivelyfor one out of the eight
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1.2¢ Neural mechanisms of memory

target positiors. Such neurons are different frothosethat can be recorded in motor areas, as they
are not active during the movement itself but duritige delay periodin the absence both of any cue
and movementThis kind of activitycould be a form of neural represeatton.
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Fig.7: Delayand directional specific prefrontal neuron

The activity of one neuron recorded in the dorsolateral prefrontal cortex of a rhesus monk
presented as a function of time for each @ifjht possibleangular locations of theéarget (surrounding
plots). For a given target location, the spikes are shown for each trial in the upper part an
cumulative histogram is shown in the bottom part. The first two vertical lines indicate the
presentation that indicatedwhere the target location would be) and the last one is the response
movement).The middle ploshows the angular position of targefBhe duration of the delageriodwas
3s.Adapted from Funahashi et al., 1989

Recurrent spikingwould be facilitated at the molecular levelby shortterm synaptic plasticity
mechanismgZucker and Regehr, 2002; Mongillo et al., 2008). More recently, new hypotheses on the
role of this persistent activity have emerged, notably that it cotdlle part indedsionmaking
processes(Curtis and Lee, 2010)ndeed, working memory and decistamaking probably share
common features, as working memory is the manipulation of stored information to direct behaviour.

Note that we focused here on what could be termedpkeit short or longterm memory. For a
reviewthat includes molecular aspeats neural bases of implicit memarincluding work orAplysia
and Drosophilaor the eyeblink reflex of the rabbitthe reader isreferred to Kandel et al., 2014
Longterm plasticity mechanisms such as LArfALTD are likely to be involved in implicit memdoy,

example inthe tuning of fine motor movements probably performed by the cerebel{itm 2001)
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1.2¢ Neural mechanisms of memory

1.2.5 Dynamic mechanisms of memory

1.2.5.1 Memory consolidation

Memories, once encoded, are noarvedin stone.They can be updated or forgotteand disturbed
by interference or traumaThey appear to be more easily modifigdt after learning and gradually
stabilise with time (McKenzie and Eichenbaum, 20IT)ismemory consolidationprocess islefined

as the progressive postacquisition stabilisation of kergn memory (Dudai, 2004). There are
actually two types of consolidatiorsynaptic consolidation (which occurs within the first minutes to
hours after learningand systems consolidatiofhe idea of systems consolidatiemergedfrom the
study of amnesic patients such as H.M. and the fact that their retrograde amiodisiaing medial
temporal lobe lesionswas temporally graded.Systems consolidation involgethe progressive
transfer of memories from alabileQstate to a more permanent @ engaging the gradual
reorganigition of brain networks supporting memor@ne of the model®f memoryconsolidation is
0KS Wwail yRlvakRand SqRirS,{1994; Squand Alvarez, 1995; Frankland and Bontempi,
2005) presentedin Fig. 8. The standard modestates that, first,the hippocampus temporarily
gathers, oiganizes andtores informationfrom either sensoryinput or existing informaibn incortical
areas. Second multiple reactivatiors of the stored patteris (possibly during sleep or rehearsal)
reinforce the connections between cortical modules involved in the memavigile hippocampal
cortical connectionsare weakened. Eventually, the memory becomes independent of the
hippocampus.

Cortical modules

Hippocampus

» Time

Fig.8: The standard model of consolidation.

The first stage of encoding is performed by the hippocampus, which gathers information from several
and associative cortical areas aridses them in a memory trace. Upon successive reactivatitime
hippocampalcortical network is strengthened. With time, memories are integrated with-gotisting cortical
memories and become independent of the hippocampus. In this model, connectivitificatidns are rapid
and transient within the hippocampus but slow and ldagting in the cortical moduldgom Frankland anc
Bontempi, 2005

A possible way by whiathanges of iferent speeds andiurations might be implemented in neural
networkscould beweight plasticity and wiring plasticifChklovskii et al., 2004eeFig.9). Weight
plasticity could underlie rapid, hippocamgdgpendent learningwhereaswiring plasticity might
change during the consolidation process which takes place on a slower timescale. Plausible biological
mechanisms that could underlie botigpes of plasticities arsynapse formation and elimination,
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1.2¢ Neural mechanisms of memory

dendritic growth, axon remodefig and longerm potentiation and depression (Chklovskii et al.,
2004).

Before Weight change After

Postsynaptic

Fig.9: Weight and wiring plasticity.

Each circle represents a neural unit. T
illustration of weight plasticity is represente
in the upper panel the postsynaptic unit
receives inputs from a subset of presynap
units. Learning causes changes in the weic
of the existing connections (as represent
by the thickness of connections).

Presynaptic units Presynaptic units

Before Wiring change After

Postsynaptic . .
unit The lower panel illustrates wiring change:
resulting from learningin this case, there is
no change in the connection weightbut
new connectionsare created and existing

connectionsare deletedafter learning

O @ @ @ (09  From Chklovskii et al., 2004.

Presynaptic units Presynaptic units

The standard model of consolidation explains the gradual retrograde ammedfsiat of medal
temporal lobe lesionsbut it doesnot account for the differences between episodic aswmantic
memory. Anothertheory of memory consolidatioomakes this distinctionthe multiple trace theory
(McClelland et al., 1995; Nadel and Moscadvijtt997; Harand et al., 2012)ccording to this view,

the hippocampusplays a permanent role in memory storage and retrieval of episodic but not
semantic memoryEach time an episodic memory is retrieved, it ineoded (possibly with minor
variations),leading to multiple traces involving both the hippocampus and the neocortex. Older
episodic memorieghat have been recalled more often are then morddely encoded. These
memories ardess prone to amnesilkut still require at least a partilgd functionng hippocampus to

be retrieved. On the contrary, much like the standard modeinantic memoriegradually become
consolidated in the neocortex and become independent from the hippocamphis model is
supported by a number of arguments, among whithe fact that the number of reports of
temporally graded amnesia are actuakguivalentto reports of nontemporally graded ones.
Importantly, the consolidated memory is not the exact replicate of the initial one: the two memaories
have different charactéstics, namely, thathippocampaldependent memories are contespecific
whereas extrenippocampally represented memies arenon-contextual(Winocur et al., 2014).

It is generally assumed that systems consolidation concerns declarative memory. Thikdedioso
of implicit memory is considered to be restricted to the same circagghe ones used during
learning (Dudai, 2004).

Consolidation was first thought to occur only once, after learning, but it appears that under some
circumstances, reconsolidah can occur.Reconsolidationis the process by which a lorgrm
memory transiently returns to a labiléage and then gradually stabiés (Squire, 2009)lt seems to
involve other molecular mechanisms than consolidation (Kandel et al.,, 20A4gording to
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Eichenbaum and collaborators, however, consolidation and reconsolidation can be merged, as a new
memory is never really learned from a blank slate but probably always religgeaeorganization of
already learned material (McKenzie and Eichenba@®l1l). Indeed, when faced with a new
situation, the system must somehow choose betwesmmcodng the informationfrom scratchand
updating an existing memory.

1.2.5.2 Pattern separation, pattern completion and attractor networks

When faced with a given situatipmpisode, place or item that can be memorisdide brain can
either encode the features of thisem astotally new, or slightly modify the existing memory of a
previously encountered, similaitem. If a new memoryvere created for each minor modificatioof

a givenitem, even though londgerm memory is said to have a quite large capacity, this would risk
saturation of the system. It is not optimal either to consider that titems are similar if they are
indeed sufficiently different to necessitate difent behavioural responsedhusjf we consider tat

a given memory is encodday the connections between neurons and that thexall of a specific
memory is mediatedy the firing of a specific network of neurons, two mechanisms seem to be of
particularinterest: pattern completion and pattern separationirgt, the encoding ofwo different
memories must not be sted in the same cellular netwotk avoid interferences between the two
memoriesduring recall. This is callgghttern separation defined asthe ability to make the stored
representdions of two similar input patterns more dissimilararder to decrease the nebability of
errors in recall(Guzowski et al 2004). The degree of difference between the two input patterns
necessary to consider thahe two memories are different probably depends on a wealth of
parameters. Studying memonyithin a spatial cognition frameworkenablesresearchers to tackle
some questions about these parameters, as we will se@hiapter in particular, Sed.2.4 p.91).

The second mechanism that is thought to be involved in menmos{ probably in its recall phase) is
pattern completion. It refers to the ability of a network to respond to a degraded input pattern with
the entire previously stored output pattern (Guzowksi et 2004) that is to say, being able to make
the entire retwork of neurons firdollowingthe dischargef a subpopulation of it.

Asimple way to implement memory properties in an artificial neural network is the Hopfield network
(Hopfield, 1982)It is a recurrent networkin whicheach neuronis connected toall others apart

from itself A basicproperty2 ¥ | 2 LJFA St RQa | & éakéthelstaiteh aPitbe reb@rénd 2 NJ
neural dynamic®volve in a way that minimises a given energy functdemoriesare modelled as
specific patterns of activity of the nework which minimise tiis energy function In Hopfield
networks, such patterns are learnethrough Hebbian plasticity. If the stored memories are
sufficiently independent from one anotherthe network can retrieve t full memory when
presented with a paral, even noisy, cluéseeFig.10). Hopfield networksare able toperform pattern
completion.
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stored mem mem clue during retrieval dynamics final
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Fig.10: Hopfield network and pattern completion.
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B: Cue given as dnput to the system
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Adapted from Hopfield, 2007

The Hopfield network is aexampleof attractor network. Such networks areomposed of nodes
(e.g., neurons) that can have given valuésg., firing activity) Among the entire set of possible
combination of node valugssome are the attractors, stable statevhere the network does not
evolve any more. Surrounding these attractd@still in the state spaceare basins of attraction,e.
states from wiere the network will eventualy converge to a given attract@Fig.11).

1 Energy

Fig.11: Attractors and basins of
attraction.

The current state of the system

presented in green. Two attractors al
implemented in the network they
correspond to state Aand B. Sincethe

current .
state ’_f

v

state A state B O States current state is in the pasm of attrac.tu.)n.(
state A, the system will evolve to minimis
the energy, eventually reaching state A.
. . . ) Adapted from Poucet and Save, 2005
Basin of attraction Basin of attraction
for state A for state B

Pattern completion, patternseparationand attractor networksare probably not restricted to one
type of memory but rather seengentral to how the brain processes informatigilunsaker and
Kesner, 2013)
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1.3 Summary: multiple memory systems

In summarywe saw that the idea of multiple memorystgms iscurrently well establishedand that

different mechargéms at themolecular cellularandsystems level are involveMlemory systems can

broadlybe divided ito three categories:

i. A procedural, implicit, slow learning andflexible memory systemin whichthe dorsalstriatum
playsa major role

i. A declarative, explicittapid learning andlexiblememory systemwhich gobablyinvolvemedial
temporal lobe structures, including the hippocampus.

iii. Emotional memories, which apgobablysupportedby the amyglala and assaated structures.

White and McDonaldproposed aclassification of memoryvhich highlightsthese three systems
(McDonald and White, 1993; White and McDonald, 2002; McDonald and White, 284 Big.12).
Thedeclarative procedural and emotionadystemscanwork independentlybut the accent is put on
their parallel functioning Depending on the form of the information awing as an input to the
system €.g, stimulusg response association, or stimulgstimulusassociatiof, stronger and more
coordinated activity will be generated in the system most compatible with this set of relationships. A
highly coherent activity will durably modif@ given system (possibly using synaptic plasticity
mechanismssuchas LTP or LTDdltering the way future information will be processed: than be
considered as memory formatiormportantly, the three systems can interact: a given system can
facilitate orimpairinformation processing performed by the others; and the output of these systems
can either converge towards cooperative facilitation of the same response or competitive facilitation
of different responses(White and McDonald, 2002; White et al., 2013his Vvew, although
schematiccan be applied to spatial cognition, and these different types of memory systems can be
probed by spatial tasks, as will be se€imapter 3

Internal and externaltsnuli and events

A 4 A 4 A 4

Declarative memory Procedural memory Emotional memory
(stimulusstimulus) (stimulusresponse) (stimulusaffect)
Hippocampus Dorsal Striatum Amygdala

y
Output (action)

Fig.12: Multiple parallel memory systems.

Types and putative neural substrates of memory systems according to White and McDonald, 2002. C
central structures for each system are presented but each of them relies on afferent and efferent structt
Adapted fromWhite, 2007

Memory alonecannot drive behaviour, but the memory of a situation can help in deciding which
action to take when confronted with a similar situation. How human and nonhuman animals select
actions in the face of choice is addressed by the decisiaking domain of resech.
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Chapter 2¢ Decisiormaking

The spatial cognition and decisiomaking domains areften investigated separatelyBecause our
work addressedoth, this chapteraims at proposing clear definitions concerning the concepts and
parameters useful for decisiemaking that can play a role in spatial cognition.

Decisiorrmaking as defined by Wang (2008), is the process of choosing an opinion or an action
among a set otwo or more alternatives. It involves the notion of choice, which is not explicitly

present in all spatial tasks. Nonethelesssen if only one alternative exists (e.going straight in a

line), there is always the other alternative of doing nothing,gming backwardsWhile researchers

Y2RdzZfE FGS NI GaQ Y2G0A QL GA2y (2 YI 1S -+&BoistianLING & &
unavoidableaspectof spatial cognition.

2.1 Goal

According to Elliot and Fryer (2008)g@alis a cognitive representation of a future object that the

organism is committed to approach or avolRamner6 and Torneke (2014) quite similarly define a

goal as a mental event that represents properties of the future toad can be considered to have

causal influence on behaviour. Interestingly, thesoposethat, because the future has no objective
FSEGdzNBaszs 3J21f a-LBBAESRINIERFEADOSKMNWYINRSLINBaSYy G (A
that the dissociation between experienced events and imegdievents is rather blurry in the world

of representations.

¢2ftYlLYy omopHpO Ffa2 O2y iNAo0dziSR G2 GKS RSTFAYAGA;
towards which (or away from which) the organism moves. peposedthat two factors come into

play when evaluating the strength of a particular goal object: its inherent value (whether positive or
negative) and the current physiological state of the organism. He also distingtiisbaveen the

ultimate goal objectas a physiological state that a subject persists to attain or eliminate and the
subordinate goal objectwhich is the means of getting to or from the ultimate goal object.

Elliot and Fryer (20083pecify that the goal is not restricted to the object of ghgoal It also
encompasses the approach or avoidance commitment with regard to the olhjeised,different
motivations can drive different goals concerning the same object. Moreover, in this definition, the
notion of commitment is important. It reliesnothe fact that the subject must explicitly commit to

the goal. The representation of a future object becomes a goal when the subject commits to reaching
this object.

The spatial cognition approach is a convenient way to instantiate goal objects inethpacan be
guantitatively described since goatsther thanbeing abstract, can be embodied by specific places.
For example, in the radial arm maze kashe ultimate goal objectould be to eat all food pellets
available with the least possible phyaiexpense. Subordinate goal objects would be instantiated by
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the food cups placed at the end of each arm, combined with the approach commitment when this

food cup is selected as the current goal. The term goal in spatial cognition is mainly used to eefer
f20FdA2y Ay GKS adzeS0iQa Sy@ANRYYSyd GKFEG A&
studies addressed the question of spatial goal representation in the hippocampus of rats, and the
existence and nature of a goal representation in thppecampus seems to depend upon the task

used €.g.,Hollup et al., 2004; Hoélscher et al., 2003; Jeffery et al., 2003; Hok et al., &00Hese

studiesare central to our work andill be reviewed irChapter 5Sec5.4.2 p.100).

Importantly, not all types of behaviour are believed to rely on a representation of the Bats (and
humans) can express different types of behaviour when confronted to the same situation. This can
underlie the use of different decisiemaking systemgeflectedin the dissociation between habitual

and goaldirected behaviour.

2.2 Goaldirectedbehaviour and decisiormaking systems

Precise distinctions amondifferent types of behaviour were made in the instrumental learning
framework, a domain of research usually relying on taskshichrats have to press levers to get a
reward. These highlgontrolled tasksallowedto dissociate different decisiemaking systemshat

rely on different types of learnin(Balleine and Dickinson, 1998; Redish, 20A3jirst distinction is
made between Pavlovian and instrumental learnirihrough Pavlovian learning, also termed
classical conditioninga stimuluswill elicit an unconditioned responsée.,a behavioural response
that hasbeen learned over an evolutionary timescale. No action is required to get a reward. Still, this
system allows th subject to anticipate the reward or a rewapdedicting stimulus. The simplest and
most famous example of such learning comes from Pavlov, who trained a dog in ass@ciund

with the arrival of food. Athe end of training, the sound was sufficintmake the animal salivate,
even if food was not subsequently presented. The fact that the dog salivates when presented with
food is a reflex; the fact that this response can be produced followisgecificsound is the result of
Pavlovian learning.hEt is, the Pavlovian decisiemaking system learned to associate the sound with
future reward. However, in this type of learning, the subject has no control over the source of
reward. On the contraryjnstrumental learning allows the subject a degree otortrol over
motivationally significanévents

Instrumental learning yields instrumental behavighat can in turn be classified in two types of
behaviours: on the one hand, habitual behaviour, also termthulusresponse behaviourwhich
relies on aprocedural decisionmaking system;and, on the other hand, godlirected, oraction-
outcome, behaviour, which relies ondeliberative decisionmakingsystem (Balleine and Dickinson,
1998; Redish, 2013)nterestingly, this dissociation parallels the distioe between procedural and
declarative memory systembat we treated in the previous chapter

Goaldirected behaviouris proactive and influenced by the mental representation of the goal. An
action is said to be godirected when performance is mediateby the knowledge of the
contingency between the action and the goal or outcome (Dickinson and Balleine, 1994). Goal
directed behaviour is different from other forms of behaviobecauset relies on the end state that
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2.2¢ Goaldirected behaviour and decisiamaking systems

an operation should achieyavherea it does not dependn the performance of a specific operation

or procedure (Verschure et al., 2014). This is the class of behaviours we will beosilgrested in.

In the instrumental learning fraework, goaldirected behavioursely on two subtypes ofearning.

The first iscontingencylearning, i.e. the acquisition of information about the relationship between

the instrumental action and the reward. The secondnisentive learning in which the subject
associates an incentive value to the reward (Dickinson and Balleine, 1994; Balleine and Dickinson,
1998).Importantly, galdirected behaviour relies on a representation of the goal (Verschure et al.,
2014).

Goal revaluation(Dickinson, 1985 aparadigmthat is largely used to assess the gdakcted or
habitual nature of behaviour. Most of the timgoal revaluatiorconsists in outcome devaluation
such as satiety devaluation, the same procedure than the one used in the previous chagteess
0KS WgKIGQ O2YLIRNISYUYS2W2NRLIAKY RADOO | ySRtiety NB &G | f
devaluation consists in fredeeding a subject with a specific reward to selectively lower the value of
this reward.Rats areoften trained to press a levemtget a specific reward, and thehey undergo
reward devaluation Those rats thatire sensitive to devaluatiotend to selectively decrease their
performance when presented with the lever corresponding to the devalued reward. Ratsrghow
this adaptiveresponseare said to demonstrate godalirected behaviour. Rats that do not adapt their
policy, i.ethat continue topress thedevaluatedever with similar performance than a natevalued
one,demonstrate habit behaviour (Balleine and Dickinson, 188dknson and Balleine, 1994).

Using this paradigm, Corbit and Balle{2&00)studied the involvement of the hippocampus in goal
directed behaviour. They first tested whether rats that were lesioned in the dorsal hippocampus
would still demonstrate incentivkearning. Lesioned rats were able to learn a leparssing task with
similar performance than controls. Following satiety devaluation, their behaviour was still not
different from controls: they selectively reduced their responding to the lever associgithdthe
devalued rewardKig.13). Another task was used to assess contingency learning. After retraining the
rats in the normal paradigm, the respseoutcome contingency for one of the levers was degraded.
This was done by delivering the same reward than the one obtained by pressing on the lever, but
independently from lever pressing performance (i.e., with a given probability per sedoradhoce

test performed in extinction, control rats showed reduced pressing on the lever with degraded
contingency, while hippocampal rats responded similarly to both le¥Eig. 14). These results
suggest thathe dorsal hippocampus does not seem to be involved in incentive leamimgreas it

may beinstrumental to contingency learning, i.e. assessing the causal relationship between an action
and its outcome.
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Importantly, in a followup study,Corbit and collaboratorsnanaged to reproduce both effects with
similar, electrolytic lesions of the hippocampus. However, more selective NMDA lesions did not have
any effect in the sensitivity to contingency degradation. hippocampal rats were not different from
controls (Cabit et al., 2002). Indeed, electrolytic lesions can impair fibrepasisage anthis might

be the cause of the observed deficit and of the discrepancy between the results from different types
of lesions. Furthetests based orchemical lesios (either of the subiculumor of the entorhinal
cortex, which are outputand input structures of the hippocampus, or of efferent fibres of the
hippocampus) reproduced the previousipservedhippocampal deficit. The authors conclutiénat

the effects repored above (Corbit and Balleine, 2000) actually damaged these efferent fibres and
that the hippocampus, contrary to the entorhinal cortex, might actually not be involved in
contingency learningTheputative absence dfippocampalkole in incentive learningeems clegras

the absence of effect of hippocampal lesions on sensitivity to devaluation was later reproduced
(Reichelt et al., 2011).

Finally, it might be worth mentioning that the distinction between stimuiesponse and action
outcome learning is ab addressed by human decisibraking scientists or computational scientists

in terms of modefree versus modebased systems. lodelkfree system relies on learned values of
situation-action associations; it is efficient but inflexipleecause stored d@ion values reflect past
experience rather than current goalsodel-basedsystems, on the other hand, rely on internally
generated expectations of action outcomes, are more computationally demanding but more flexible
(van der Meer et al., 2010; Doll et,a2014)

2.3 Motivation

In the spatial cognition domain, we usually focus on how a specific behaviour is perfandechich
mechanisms enable it. €hreason why animals perform this behaviour is not the main point of
studies. However, without motivatiomats would not complete spatial tasks. Widdesmake a rat
explore his environment and not simply stay still? Why do rats push on levers in instrumental training
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2.4¢ Value

tasks? Why would a rat want to fint$ way in a maze? The concept of motivation is cenwahese
guestions.

First, one must make the distinction between general motivation (a behavioural state) and
motivation for something (reason f@angaging ira specific behaviour). The first notion of motivation

is that of an alpurpose energy that canebdirected towards some destinatiofHiggins, 2011)
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actions Hull, 1943; Redish, 2013). It enabigso set the current goals of the organism aiigto

determine how hard one will work to attain these goals. It can be said to emanate from the need to

reduce drivesDrivescan be of wo kinds: primary (innate, e.ghirst, hunger, sex, curiosity, safety,

or maintaining body temperature; Hull, 1943; Wise, 1P87 secondary (learne.g.,money). Drives

or needs must not be confounded with the goal itself. Drives work as an energizer of behaviour while

goals directthis energy in a way that flexibly serves dri&diot and Church, 19977 given drive

(eat) can prompt the use of different goals (go to the restaurant or order a pizza) whereas different

needs ca prompt the use of the same goaDrives can also diotly affect behaiour without

requiring the intermediary of agoal, which is the case for habitual behavigivcClelland et al.,

1989)

In spatial tasks, researchers usually rely on motivation for food apdwdeanimals so as to priorigs
eating over ther goals. Water deprivation is also used. However, for a subset of tasks such as the
water maze, where the rat must escape out of a pool, no specific deprivation is needed: motivation
to get out of the water is sufficient. Other tasks such as free exqpion of objectsdo not need to

bias natural motivations because they rely on spontaneous behaviour.

2.4 Value

Value isa central concept indecisionmaking, as it has a major impact on action selection. However,

it can be applied to different parameters of decisioraking, namely, outcome, goal, decision or
action (Peters and Bichel, 2010Yhe outcome value refers to the value of a reward upon
consumption. It is unrelated to the cost associateith getting the reward.Goal valuedoes not
include the costs either. Rather, it refers to the value of a stimulus in a more abstract currency than
outcome value. Aan example, in humans, it is evaluated by asking how much money one would be
willing to spend in order to get a given reward. Goal and outcome value are highly correlated but are
supposed to be represented differentlfpecision valuestands for the net Vvae of a decision. It
includes costs, which can be delays, effort, and perhaps distance in spatial tasks. ditiafiyalue

refers to the pairing of an action with a particular type of value, whether outcome, goal or decision.
Prior to choice, valuesra assigned to the available actions depending on the complexity of the
decision context and these value actions are then compared in order to execute the action with the
highest value.

In a seminal series of studies, Schultz and collaborators (1997) ligitdon the rewardrelated
coding of dopaminergic neurons from the ventral tegmental area and the substantia Rigra5).
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2.4¢ Value

An instrumentalconditioning paradigm as used in which onkeys were trained to touch a lever
following the appearance of a light in order to get a reward in the form of fruit juige first,
dopaminergic neurons discharged following reward delivery. Once the monkey mastered the task
and reacled the lever as soon as the light was illuminated, the increased firing of dopaminergic
neurons took place at the onset of light, and no more at reward delivery. Yet more interestingly, if
the reward was not delivered at the predicted time, the neuronsrdased their spontaneous firing.
Thus, these dopaminergic neurons did not only code for the reward itself but rather for an error of
prediction in the reward, i.e., a difference between the expected reward and the real outcome,
increasing their firing ifte obtained reward was higher than expected and decreasing firing when
the outcome was less valuable than expected. Such prediction error signal is a major actor of
decisionmaking models as it enables to update the expected value of aaymbthen influeces
action selectior(Sutton and Barto, 1998)

Mo prediction
Reward accurs Fig.15: Reward prediction error coding of a
dopaminergic neuron.

For each inset, theupper plot represents the
cumulated firing of the neuron with respect to time
where firing is #dgned with either reward
occurrence(R) or light onset(CS). Each line unde
this histogram stands for the firing of the neurc
during one trial (raster plot, where each dot is
spike).

Top after learning, when no light predicts th
reward, the neurondischarge at the (unpredicted)
occurrence of reward.

Middle: when the light predicts the reward, th
neuron discharges just after light onset and no m¢
at reward occurrence.

Bottom: after learning, if no reward is delivered, tt
firing is depressed atthe expected time of
occurrence of reward.

From Schultz et al., 1997.

Reward predicted
Reward accurs

Reward predicted
Mo reward occurs

Valuerelated signals of different types were also found in the ventral tegmental area ofRats¢h

et al.,, 2007 and the dopaminergic and noradrenergic neurons of monk@wbler ¢ al., 2005;
Bouret et al.,, 2012)Neural representations of different categories of value can be found in the
activity of neurons from several other brain regions. In particular, the dorsal striatum (a structure of
the basal ganglia) and the orbitofrontebrtex (a portion of the frontal cortex) both contain neurons
that seem to represent certain types of value, in rats (in the striatBiasonette et al., 2013 avoie

and Mizumori, 1994; Kim et al., 2009; Roesch et al., 2009; Howe et al, ipOtti® orbtofrontal
cortex: Sul et al., 2010and primates (in the striatumYamada et al., 2013n the orbitofrontal
cortex:PadoaSchioppa, 2007 As far as the hippocampus is concerned, its involvement in goal value
coding is, to date, controversial, as somedses have not found any valugelated signal (e.g.
Tabuchi et al., 20Q3but a recent study found such correlates in a subset of hippocampal neurons
(Lee Ghim,et al., 2012) Theissueof representation of goal value the hippocampus is one of the
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main questionsof our work and will be addressed 8ec.5.4.3(p. 105 and in the experimental part
(Sec8.3 pl16by).

In contrastto value, which is usually assessed on a quantitative sealenceis qualitative. It is the
motivational direction of an object anitlcan be either positive, triggering attraction, or negative and
causing repulsiofHiggins, 2011) The qualitative gsect of valence does not mean it is all or none: a
stimulus can have high or low, positive or negative valence.

2.5 The exploration / exploitation ratio

In models of decisiomaking, afrequent way to describe the behaviour of subjectenfronted to
choice § the exploration / exploitation ratio. It refers to thealance between choices thatlow
gathering new information about the environmerind choices that exploithe already acquired
knowledgeto maximise the outcome. Exploitation allows noaximise theexpected reward on a
short timescale, but exploration might be more rewarding on the long term (Sutton and Barto, 1998).
The exploration / exploitation ratio of subjects can be assessed in tasks such aarimed bandit

task, where n actions are poskbeach leading to a given reward (Sutton and Barto, 1998; Daw et
al., 2006).Since this ratio can be quantitatively measured in humans as well as nonhumans, it is a
proper tool to compare results across species and possibly gain insight into the naseal dinter-
individual differences in decisicmaking.This ratio can be modulated by multiple parameters such

as stress or satiety (Luksys and Sandi, 2011). For example, a higher level of satiety would induce a
more exploitative behaviour (see Inglisad., 2001, for anodellingapproach).

2.6 Vicarious triatand-error as a marker otleliberation?

Few behavioural correlates of decisioraking are accessible in the rat. Vicarious “aiad-error, or

VTE, is thought to be one of them. Muenzinger (1938) Baithan (Tolman, 1938, 1939) first referred

to VTE as a conflitike behaviour expressed at choice points, consisting in head movements oriented

towards potential options. Tolman (1939) observed that rats produced more VTE when confronted to
more difficut problems, in his case, colour discrimination between a white door and either a black,

medium grey, or light grey door. The hardest the discrimination, the more rats showed a VTE
behaviour.

A few studies tried to confirm this link between VTE and probtemmplexity, as well as the link
between VTE and hippocampus. VTE behaviours decrease in hippocampal rats, which learn a
discrimination task more slowly than controls (Hu and Amsel, 1995). Moreover, on hippocampus
dependent tasks, the amount of VTE is etated with improved performance and with hippocampal
activity, as measured by cytochrome oxydase, an index of neuronal metabolic activity (Hu et al.,
2006). We will indeed see that neural activity radporates the hypothesis of VTds a marker of
deliberdion over potential options, materialised as paths in spatial t§Slex5.3.3.2 p.96).
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2.7 Conclusiondecisionrmaking in spatial behaviour

Applied to spatial behaviour, at least two different levels of decisi@king can be determined: first,

when an animal enters an enviroramt, it is confronted to the exploration / exploitatiadilemmg it

can either explore to gather knowledge, or exploit, provided it already knows where to find reward in
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learning framework). In the spatial cognition domain, these different policies can be said to
correspond to the possible navigation strategidwatt a subject can use. Different navigation
strategies rely on different neural systenmoreover, as we will see i@hapter 3 a parallel can be

drawn between nagation strategies and decisianaking systems, i.e., habitual versus gdis¢cted

behaviour.

In addition to the exploration / exploitatiomilemma other parameters can influence decision
making in spatial task3he value of the expected outcome assdethto a given goal is important in

the computation of goal value and in the final selection of a goal. Space can also be a parameter
involved in thecomputation ofthe action value in the form of a&ost. If two spatial goals are
available, but one is fanker away, the subject will be more likely to choose the closest goal, all else
being equal. Spadl cost is not only about distance: it can also be implemented under the form of
obstacles that require climbing (e.g., Hillman and Bilkey, 2010).

In the nex chapter, we will focus on spatial cognition, a domain that combines memoryhe form

of spatial memory, or memory of the task and decisioamaking ¢ in the form of navigation
strategies Moreover, spatial cognition allows for evaluating the wholecpetion ¢ action loop, by
assessing which type of information is used by animals to navigate, and how different neural systems
can use this information to select the action.
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3.1¢ Perception of space

Chapter 3¢ Spatial cognitia

3.1 Perception of space

Space is a notion to which we are confronted daily. However, as an abstract concept, it is quite hard

to define. From the Encyclopaedia Britannispaceis the boundless thredimensional extent in

which objects and events occur and have relative posidod direction. One does nddirectlyQ
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space, than absolute space by itself. Without going into the debate of the existence of absolute space

and whether theperception of space is innate or learned (issues detailed in the introduction of
hQYSSTS | yR we wilRféctisTon thapa pararBeters of space suited to-eelflise and

navigate, and on what sensory channels convey this spatial information

3.1.1 Types of sensory information

To perceive space, animals need to interact with their environment. Information gathered through
this interaction flows through different sensory channels and is generally classifiegither
idiothetic or allothetic.ldiothetic inputs correspond to sefmotion related signals, i.e. generated by
2ySQa Y2@0SYSylo LG phgrioeptivglmaté Sanmadd efféréndcdpiemd>
sensory(e.g., optic)flow information. Allothetic cuesinform aboutthe external environmentand

can be conveyed througtisual, olfactory, auditoryand somatosensory channglarleo and Rondi
Reig, 2007)A given sensory modality can provide both types of information: for examigiencan
transmit allothetic information aboutstatic environnental landmarksas well asidiothetic cues
through the optic flow generated duringglfmotion.

Idiothetic signals are always availalfleg., even in darknesgnd are sometimes sufficient for an
animal toestimatedistance and orientatioparameters Inthe example given ifrig. 16, rats were
moving around a circular tabl®p in either light or complete darknessonditions (Wallace &
Whishaw, 2004). Althougtheir speed was lower in the darkrats managedto head to their
departure point with a precise directioin both conditions. In additionrats demonstrated
knowledge of the distance to the goal, as their speed significantly deatedsbe midpoint of the
homeward trip, regardless of the length of the trip. Inshtase, both direction and distance
controlled the trajectory, independenthffrom the availability of allothetic information (Wallace &
Whishaw, 2004). The ability of animals to keep constant track of their position with respect to a
departure point is temed path integration and will be detailed in the sectiodedicated to
navigation strategies (S&c2.2, p.39).
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Although ratsare able touseidiothetic signals to navigatéhey usually relyheavilyon allothetic cues
when availableln general, the visual modality is the most used but olfactory and tasitjleals can

also help localisation. Indeed, these other sources of information can improve performance when
visual cues are less saliemt (., olfactory-based navigation in the darkavenex and Schenk, 1998
cooperation of olfactory and visioRossier ad Schenk, 20Q3uditory cuesRossier et al., 200@ee
Jacob, 2014or a recent review). However, landmarks can be unstable and allothetic cues might
sometimes not be sufficient to disambiguate two similar environments (such a situation is probably
more likely to happen in laboratory conditions). In natural situations, animals combine allothetic and
idiothetic signals to navigate, depending on thdiakility of the available cues, a process named
multisensory integration (Arleo and RorRleig, 2007).

3.1.2 Multisensory integration

To assess the relative contribution of each type of information to-leeHlisation, a common
paradigm consists incausng a conflict between different sensory sourcdsor instance, in the
experiment by Etienne and collaboratofE990) hamsters first leared to go from their nest to a
feeder located in the middle of a circular arerd diameter220 cm by following a baited spoon
directed by the experimenter. Once there, the hamstergdilh their cheek pouches with food and
came back to the nesfFig.17 A). During training, a light spavas presengd at the oppositeside of
the nest. During the test, this visual cueas raated by either 90° or 180°. If hamsters relied on
idiothetic cuesonly, they would still directly return to their nest. If they relied on the visual coly,
they would aim at the spotlight. What happedis that they dd neither one nor the otherbut they
seened to combine visual and allothetic cuéas their final positiorwas intermediary between the
one indicated by selfnotion cues and the one deduced frothe visual cue) Interestingly, the
deviation from the actual nest positiowas not proportiacnal to the rotation of the visual cue: the
highest deviationwas obtained for the 90° rotatioFig.17 B & G. In this condition, the visual cue
was gven a largeweightthan idiothetic cuegor the estimation of positionUnderthe 180° rotation
condition, conversely,the main source of information usetb perform homing came from self
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3.1¢ Perception of space

motion signalsas the final position of the hamstevgas closer ¢ their nest. Thus, navigation relies
on a weighted multisensory integratioprocess in which cues contribute roughly in proportion of
the confidence that can be attributed to them.

A B C
Standard situation Spot rotated by 90° Spot rotated by 180°
Before Before

Spotlight rotation rotation
s uls

* wision

wision

<>
selfrmotion

Mean homing
vector
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Fig.17: Hamsters perform multisensorintegration.
The homing vector represents the mean return trajectory performed by a population of hamsters.
Adapted fom Arleo and RonelReig, 2007¢riginally adapted from Etienne ardeffery, 2004

Other species, such as ants for example, can also associate idiothetic (odometry) and allothetic
(polarisation pattern of natural light) information t@turn to their departure point after an outward

trip (Wehner, 2003). There are several other examplaggesting thatanimals Hoth humans and
nonhumans) perform multisensory integration to navigat®y combining eitherallothetic and
idiothetic cues orsensory sources withia single typgBerthoz and Viaufelmon, 1999; Rossier et

al., 2000; Etienne anckffery, 2004; Arleo and Ronélieig, 2007)There is a general preference for
more precise sensory sources such as vision over olfactory eme&tin cues(Maaswinkel and
Whishaw, 1999)

Concerning the visual modalitythe most studied one; this integiation is performed according to

the relative reliability that can be attributed to each set of cues: rats will only use a given set of visual
cues for navigation if they are stable, at least relative to other ¢Besgler and Morris, 1993; Biegler,
1996) Visual cues are often separated in proximal versus distal chesording to Knierim and
Hamilton (2011), distal cuesare the ones present on the walls of the laboratory or otherwise
removed from the behavioural apparatus, wherga®ximal cuesare part d the apparatus itself.
Although this definition focuses on laboratory environments, it has the advantage of clistal

cues are the ones most preponderantly used for navigation, but the importance of proximal cues
must not be neglected. More preciseldistal cues seem important to provide a general sense of
direction to the navigating subject while proximal cues are used to specify precise loqitioasm

and Hamilton, 2011)We note, however, that the frontier between proximal and distal cueshmEan
blurry when one tries to generalise to natural environmenBmeauthors consider proximal (or
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local) cues as being items that amncurrentwith the goal position(Morris, 1981) In this sense,
cues on the walls of the experimental apparatus, suzh aue card, would be considered distal.

Rodents can perform navigation using a combination of allothetic and idiothetic information, in a
flexible manner, since the relative importance given to sensory sources depends on their availability
and reliabiity. Thus, one of the essential characteristics of a neural correlate of spatial
representation, if it exists, should be to result from multisensory integration and to rely on stable
cues.

3.1.3 The importance of geometry

An environment is said to be anisopig if it has different properties according to the direction, as a
rectangle, and unlike circular arenasxpErimental &idence points towards the fact that the
geometry of anisotropic environments can be used for navigation. The geometrical arrangeiment o
items can also be used as an orienting dbkeng (1986) postulatedh¢ existence of a brain module
dedicated to geometry that would be impenetrable to infaation about local featuresHe trained

rats to locate food in the corner of a rectangular enuiment (seeFig. 18). The walls of the
environment had distinctive colours, odours and texture. However, when disoriented before being
put back in theenvironment, rats often made rotational errors, i.e., they searched for food in the
opposite corner compared to where the food was actually located. These errors were almost as
numerous as correct responses. Thus, geometrical cues (shape and distancdigsppeemed to
dominate over featurerelatedcues (such as odour, colour, or texture). The author proposed that this
behaviour could be explained by the existence of an encapsulated geometric module in the brain.
The encapsulatednature of this putativebrain process means that it would represent the surface
geometry of the environment in a totally independent manner with respect to other information.

Fig.18: Geometrically ambiguous apparatus
The panels at each corner of thectangular
apparatus have different visual, tactile ar
olfactory characteristics. The filled circle stan
for the location of the hidden food. O
geometry grounds alone, the open circ
(wrong location) cannot be distinguished fro
the true goal locatia. In this task, disorientec
rats showed high rates of search both at tl
correct and the rotationally equivalent locatior
From Cheng, 1986.

The geometric module proposal arose the interest for the encoding of geometry by animals (humans
and nonhumans)Arguments were brought to support the idea that geometry information was
indeed preferably used for navigation over the specific features of individual objects (Gallistel, 1990,
Hermer and Spelke, 1996 in young childrBenhamou and Poucet, 1998 rats) Others argued
against the specific existence of a geometric module, stating that snapshot views coldth ékp
results (Cheng himsel2008 Sheynikhovich et al2009. The original hypothesis had to be revised,
stating that, on the one hand, a geoine system could be used by an animal to specify its position
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(and orientation) and, on the other hand, landmarks and patterns were used to locate items such as
a goal (Lee and Spelk#)10). Moreover, theonfigurationof an array ofitems can also be esl if it

helps polarising the environment. A recent study tested the ability of mice to navigate using either
specific items features or the geometric arrangement of these itdredlifi and Morellini, 2011 The
authors concluded that mice could use theognetrical arrangement of cues if it was non ambiguous.
However, ifmice could only rely on the features of particular cues, they were impaired. This had
previously been demonstrated in the rat (Benhamou and Poucet, 1998).

Overall,geometric informationseems tobe used as a backup system after disorientation, or if it is

the most salient cue that enables to pokaithe environmentBurgess, 2006; Knight et al., 2011)
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geometry and featural cues when not disorient@daurer and Derivaz, 2000Anisotropic geometry

of the room, the experimental apparatus, or the arrangement of cues can be used for localisation.
Actually, what Cheng called geometry might be refati® landmarks configuration in natural
environments(Benhamou and Poucet, 1998; Siackette and Shettleworth, 2005; Sutton, 2009)

Distal landmarks change relatively litttle as an animal moves and thus provide an orienting
framework. Proximal cues, ondtcontrary, are more prone to instabiligA § K NB & LSOOG G2 (K
motion and might be encoded in a different wdlPoucet, 1993; SkeRackette and Shettleworth,

2005) Nowadays, the importance of boundaries of an environment has found echoes in tha neu

activity of neurons, as we will see@hapter 4Sec4.2.3 p.64; Burgess, 2008)

Lesion studies showed that the hippocampus might be involved in sbage navigation
(McGregor et al., 2004)n particular, evaluating that a goal is at a certain directioth dstance from
a boundary(Horne et al., 2010)

3.1.4 Spatial reference frames
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two different manners: in amgocentricframework, i.e., with respect to the subject, and/or in an

allocentric framework, i.e., with respect to an element of the external world, for example, the
magnetic north, or a distal landank (Arleo et RondReig, 2007Burgess, 2008; Hartley et al., 2014)
Manipulations of different parameters (such as departure position in a maze) can help determine

which reference frame is used. Notably, it was shown that rats are able to use diffgratidls

reference frames simultaneous{ifenton et al., 1998; Sutherland and Hamilton, 2004)

3.2 Navigation strategies

A navigation strategycan be defined by a set of rules to follow when in a given situation in order to

reach a spatial goal Navigation gategies can involvespatial informationprocessing of different

degrees of flexibility and complexity. For example, turning left at the green sign is a response strategy
whereas going to a specific place defined by its relationships with surroundingicueglace

strategy. There are different, but similar, ways to categorize strategigs, b QYSSTS FyR bl |
1978 Gallistel 1990 Redish, 1999 The one we will rely on is presented Ieig.19 (Arleo and Rondi

Reig, 2007)
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3.2¢ Navigation strategies

To these navigation strategies, we willdaeixploration and the path integration strategy.

Spatial navigation

7 N

Target or Beacon . .
strategy L approaching }[Stlmulus-trlggered}[ Route-based J[ Map-based }

(cue guided) response (place)

goal F—Visible or cued —»|«—————— Neither visible nor directly cued ———— |

sensory . Mainly allothetic - Both allothetic and idiothetic ——
information

reference |
frame

Mainly egocentric | Mainly allocentric —|

Spatial information processing

|

min Flexibility max

Fig.19: Taxonomy of spatial navigatiostrategies.
From Arleo & RoneReig, 2007.

3.2.1 The importance of exploration

One of the fist things thatrodentswill tend to do when confrontedwith novelty isto explorethe
source of novelty This behaviour consists in moving towards unknown places or obgauts
collecting different types of informatiorfrom several sensory modalities, for examphdsual
(through rearing), olfactory Yia sniffing) ortactile (usingwhisker contact). Explotary behaviour
diminishes with habituation, albeit in different ways depending on spe(ffesicet et al., 1988)
Interestingly,this diminution seems to depend on the integrity of the hippocamfReberts et al.,

1962; Leaton, 1965Save et al, 1992The cerebellunseems alsanvolved in exploratory behaviour
(Caston et al., 1998Exploration is fundamental in spatial cognition as it would be usegain
spatial knowledge anbuild representations of environmentst 2 dzOSG Sid | £ = deicpyc T
1978) It is a form oflatent learning which refers tothe acquisition of knowledgeccurring in the
absence of explicit reward and without generally observable changes in behavioural performance
(Johnson and Crowe, 2009)

3.2.1.1 Organisation of exploratio

Whether it is a new environmeng new objectn a weltknown environmentSave et al, 1992)he

new spatial arrangement of objecfgVilz and Bolton, 1971Save et al, 19920r evena change in the
topology’ of an environment (Alvernhe et al., 2012)any types ofperceptible novelty will trigger
exploration. This will be the case even in a paradigm whengeaific task must be performed and
can sometimes interfere with the interpretation of results. It seems that novelty detection acts on
the currentgoal ofthe animal, prioritisng the gathering of new knowledge over feeding or other

° Thetopology concernsbasicallythe connectivity between different places in an environment.
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3.2¢ Navigation strategies

behaviours. In the decisiamaking framework,the simplest way to modekxploration (in the
exploration / exploitation ratio sense, see S&d, p.29) is to randomly choose between available
choices(but see Arleo and Gerstner, 2000, for a different approatfgwever, behavioural studies
demonstrate that it is actually quite organised (Awt al., 2006; Fonio et al., 2009) while still
enabling the expression of intémdividual differences (e.g., Guillette et al., 2009). Basically, when
exploring a new environment for the first time, a rodent will makeursionsfrom its departure

point to unexplored parts of its environment, most often following the borders, and regularly
NBGOGdzNYyAy3a (G2 F LI IFOS GSNX¥YSR WK2YS o0FasSQ o09AftlY
home baseis operationally defined as the place where an animainsigea disproportionate period

of its time and from which it makes excursions (Whishaw et al., 2006). There can be several home
bases. Specific behaviours such as rearing or grooming are more likely to occur at the home base
(Eilam and Golani, 1989). Thenhe base is usually the place where the animal was first released in
the environment, above all if close to salient cues (Nemati and Whishaw, 2007), but not if it does not
provide sufficient shelter (Whishaw et al., 2006). Whishaw and collaborators obséedi Q &
observation in wide environments such as a parking lot. Theygestd that explorationwould

mainly serveio optimise safety. Exploration has similar patterns in the absence of visual cues: in the
dark, rats placed in a new environment will stiljanise their displacements around a chosen home
base. Their displacements show invariant characteristics, e.g., a dissociation between the outward
trajectory and return trajectory (Wallace et al., 2006).

More recently, a thorough characterization of miegploratory behaviour was performed by Fonio
and collaborators (2009). They demonstrated that exploration of a new agd trcular arena could

be brokenup in several behavioural patterns, the order of which was highly reproducible among
individuals. iese behavioural patterns progressively involve increasing spatial dimensionBi¢see
20). In summary, mice first make short back and forth trip®)]from their home base following the
wall. Once they complete a full turn, they begin making small incursions inside the environrignt (2
that progressively become independent from the home base. They end up performing jumping
movements (3D).

= Borderline Home-related Border-related
Circle in place roundtrip shuttle Incursion shuttle Reaching center

. 2 ) TQ Y ¥ x/{~ ¥
E
3 A & 4 & £ \V\)A A 4 & A

n
»

Exploration time

Fig.20: Free exploration sequence in mice.

Developmental sequence of free exploration across a 3 h period in m 2lameter arena. The black dc
indicates the homeage (hereehosen as a home base by the mouse) and red lines indicate mouse trajec
(yellow stands for the return trip in homelated shuttle). This order of exploratory behaviours is hic
reproducible from individual to individual. The data if from the neolple strain of mouse (BALB/c) but tt
classic C57BL/6 stramice show similar exploration patterns, albeit with more iniedividual variability.
Adapted fromFonio et al., 2009

The authors highligletd the fact that in their experiment, exploration wdree: the departure point
of exploration tripsvasthe homecage of the mouse, whed libitumwater and food was provided,
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3.2¢ Navigation strategies

and the time left for exploration was quite long (45h in total). In usual rodent experiments,
exploration is forced and constrad in time and space, which might explain why the full pattern of
exploratory behaviour is not usually observed. The importance of environmental limits (and probably
geometrical information) is evidenced by the necessity for the mice to first entirelyorexphe
borders before performing incursions towards the centre. In addition to providing shelter, borders
and geometrical layout, as seen previously, probably serve as anchorage points to build the map of
an environment.

3.2.1.2 Object exploration

As previoust mentioned in Chapter 1 the spontaneous explorationf objects can be seen as

another proof that nonhuman animals most certainly memorise and manipulate representations of
gpace and objects in space (e.ghinusBlanc et al., 1987 in hamsters; Ennaceur and Delacour, 1988

in rats) Indeed, the selective exploration of new objects in a known environment can only be
possible if one has stored the arrangement of objects in this environment and is able to compare the
current layout with the memorised representation. Many studies rely on spontaneous exploration to
assess the memory fdhe nature or the position of objeclss ¢ KA OK NBf I GSa G2 GKS
aspects of episoditke memory(Dere et al., 2005; Eacott al., 2005) The hippocampuappearsto

be involved in processing spatial memory in the case of object explor@mre et al., 1992)

3.2.1.3 Link between exploration and performance

Interestingly, Olton and collaborators showed the importancexplorationo | f & 2 dh&iNg¥ SR W
in that context)prior to testing Rats that were not given the opportunity to explora radial arm
maze before testing did not perform better than charinghe task(Olton et al., 1977)

Exploration, even in the absence of foad,pre-exposure, seems necessary for proper performance
in navigation tasksCton et al., 1977 Ellen et al., 1982; Sutherland et al., 1987; Chai and White,
2004; and Hamilton et al., 2002 for studies with comparable results in the rat and human). As an
example,Chai and White tested rats in their ability to discriminate neighbouring locations in a radial
arm maze (Chai and White, 2004). In this task, vadge confined to a specific arm of the maze,
where theycould either find food or not. When later tested with a free choice between adjacent
arms that include the foogbaired arm,rats demonstrated preference for this arm only if previously
exposed to the entire maze (Chai and White, 2004; Gaskin et al., 2006g tiher case, it seem

that the knowledge acquired when restrained in an ak@s not sufficient to build a represtation

of the environment andf the spatial configuration®f the mazearms. Interestingly, if the dorsal
hippocampus of ratsvas temporarly inactivated during the prexploration phase, learningias not
impaired, which seems to be in opposition with the current view that the hippocampus is needed to
build the spatial representation of the environment. The authors postulateat the learnirg
performed during exploration might be supported by exti@pocampal, cortical, structures.
Another interpretation could be that the remaining hippocampus was sufficient to learn the
structure of the environmenfsee Moser et al., 1995)
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Consistentlywith a role for exploration in building a representation of space, in complex
environments, exploration is not homogeneous: rats spend more time exploring the topologically
relevant parts of a maze (i.e., the intersections), probably reflecting encodimgooimation on the
connectivitylayoutof the environment Poucet and Herrmann, 200Alvernhe et al., 202).

3.2.2 Path integration

Path integrationis the ability of an animal to integrate its own translations and rotations along
navigation in order to maintain an estim@bf its position relative to a departure point. This
mechanism is schematically illustrated Fig. 21. Contrary to path reversal (se€ig. 22), path
integration enablesthe animalto create a return vector that provides the shortest path to a
departure point. This return vectpwhichis also called homing vector when the departp@int is a
home basewill be straight even if the outward trip was tortuous. The path integration strategy is
used when an animal relies on the path integration mechanism to navigate.

Sumofy,
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Fig.21: Path integration.

Pathintegration from B to A after an indirect trajectory from A
B. $3 represent the length of segments 1 to 3 of the outbou
2 2 dzNJ/.Srépresent the corresponding head direction. Pz
integration consists in summing the displacement vectors
orderto produce a direct return trajectory.

Adapted from McNaughton et al., 2006, which was adapted fi
Mittelstaedt and Mittelstaedt, 1982.
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Fig.22: Path reversal and path
integration.

lllustration of the difference betweer
the indired trajectory produced by
path reversal dotted line and the
homing vector resulting from patt
integration @ashed ling after a
trajectory from A to B (full line).

From Arleo and RondReig, 2007.

Path integration is thought tplay a rolein homing bé&aviour, when an animal must go back to a
departure point after some time. It can be used in the absence othallic signals. However,
becausethe path integration process is cumulative, errors in the position estnase bound to
accumulate (Etienne ahJeffery, 2004). An example is providedrig.23. It sums up results from
experiments using subjects from different species. All of them were reduin navigate without
allothetic cues from a departure point. All speciggludinghumans, demonstrated an error in the

homing vector.
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Spiders Hamsters Humans

Fig.23: Errors in idiotheticbased navigation.

Subjects from three different species had to follow a fixed path from S to P indicated by the full line,
attempt to return to S on their own. All three species were deprived of visual, auditory, olfactory and |
spatial references from the enwinment throughout the excursion. Thieeavy arrows(for spiders and
hamsters) indicate the direction of return when the subject was at a standard distance from Redheline
with a dot (humans) indicates the return vector. Numbers indicate relativalsts.

Adapted from Etienne and Jeffery, 2004.

Path exploration can also be used without prior knowledge on the environnasrng the casduring
exploration. It would be the mechanissupporting thedirect trips back to the home base (Wallace

et al., 206, seeFig.16, p.32). Such return trips could be used to correct the accumulated error by
recalibrating the seffocalisation system (Etienne and Jeffery, 2004). Path integratibalisvedto

work automatically and continuously and to depend on hardwired rules of infoongtrocessing
(Etienne and Jeffery, 2004). It can be expressed by a variety of species, including rats, mice, ants and
hamsters (Elduayen and Save, 2014; Etienne and Jeffery, 2004; Miller and Wehner, 1988).

3.2.2.1 Which definitionfor path integration?

It is often implicitly assumed that path integratioonly relies on idiothetic cues. However, it is
possible to use allothetic information to update (i.e., adjust) or recalibrate (i.e., reinitialise) the
estimation of position. Actually, as mentioned by Pouawd aollaborators (2014) and others (Fenton

et al., 1998)the term path integrationis usedunder two different meanings in the literature:

i. the ability of an animal to compute, step by step, the sum of a sequence of displacement vectors
from a departure pot so that a return vector can be computed at any time, enabling a direct
return to the departure point; or

i. Fye FT2N¥Y 2F yIFI@A3IlLGA2Y Ay 6KAOK (GKS -motoh YI f Qa
information alone.

The first definition emphasés theway the position is computed (by using geometric summation of

displacement vectorsyithout excluding thatpath integration could rely on other cues than purely

idiothetic ones.The second definition stresses the fact thlag navigating animal uses onbjiothetic
signals to navigate, but the way position is computed does not matter. As previously,steed
adopted the first definition of path integration

3.2.2.2 Role of the hippocampus in path integration

There seems to be a debate around the neural baséiseopath integration based strategy. We note
that this might be related to the abowementioned differences in definition. In particular, the
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